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Abstract

We propose a coarse-to-fine approach for estimating the

apparent age from unconstrained face images using deep

convolutional neural networks (DCNNs). The proposed

method consists of three modules. The first one is a DCNN-

based age group classifier which classifies a given face im-

age into age groups. The second module is a collection

of DCNN-based regressors which compute the fine-grained

age estimate corresponding in each age class. Finally,

any erroneous age prediction is corrected using an error-

correcting mechanism. Experimental evaluations on three

publicly available datasets for age estimation show that the

proposed approach is able to reliably estimate the age; in

addition, the coarse-to-fine strategy and the error correc-

tion module significantly improve the performance.

1. Introduction

Face analysis is an active research topic in computer vi-

sion with applications in surveillance, human-computer in-

teraction, access control, and security. In this work, we

focus on apparent age estimation. Traditionally, the prob-

lem is tackled through pure classification or regression ap-

proaches. In this paper, we present a cascaded approach

which incorporates the advantages of both classification and

regression approaches. Given an input image, we first ap-

ply the age group classification algorithm to obtain a rough

estimate and then perform age group specific regression to

obtain an accurate age estimate.

Like other facial analysis techniques, age estimation is

affected by many intrinsic and extrinsic challenges, such as

illumination variation, race, attributes, etc. One may define

the age estimation task as a process of automatically label-
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Figure 1: Estimated age on sample images from [6]. Our

method is able to predict the age in unconstrained images

with variations in pose, illumination, age groups, and ex-

pressions.

ing face images with the exact age, or the age group (age

range) for each individual. It was suggested in [7] to differ-

entiate the problem of age estimation along four concepts:

• Actual age: real age of an individual.

• Appearance age: age information shown on the visual

appearance.

• Apparent age: suggested age by human subjects from

the visual appearance.

• Estimated age: recognized age by an algorithm from

the visual appearance.

The proposed cascaded classification and regression ap-

proach for apparent age estimation is based on a deep con-

volutional neural network. Our method consists of three

main stages: (1) a single coarse age classifier, (2) multi-

ple age regressors, and (3) an error correcting stage to cor-

rect the mistakes made by the age group classifer. Since

the number of samples for apparent age estimation is lim-

ited, we exploit a DCNN model pretrained for large-scale



face identification task and finetune the model for age group

classification and age regression tasks. This strategy is

effective since the face recognition model trained on the

CASIA-WebFace dataset [29] (i.e. it consists of 10,575 sub-

jects and 494,414 images.) encodes rich information reflect-

ing large variations in facial appearances due to aging and

variations in pose, expression and illumination.

The main contribution of this work is to propose the age

error correction module which mitigates the common disad-

vantage of coarse-to-fine approaches. Typically, the errors

made at the initial classification stage cannot be recovered

by the regressors at the following stage. In this work, we

set up the baseline algorithm which is based on the pro-

posed regression algorithm in Section 3.6 and study how

the coarse-to-fine strategy and the error correction module

improve the prediction performance. Figure 2 presents an

overview of the proposed age estimation method.

The rest of the paper is organized as follows: Section 2

provides a brief overview of the related works. The pro-

posed approach is presented in Section 3 with a concrete

example. Experimental results are provided in Section 4,

and Section 5 concludes the paper with a brief summary

and discussion.

2. Related Work

Most of the earlier age estimation methods have focused

on using shape or textural features. These features are then

fed to a regression method or a classifier to estimate the

apparent age [20, 26, 19, 28].

Holistic approaches usually adopt subspace-based meth-

ods, while feature-based approaches typically extract dif-

ferent facial regions and compute anthropometric distances.

Geometry-based methods [26, 19] are inspired by studies in

neuroscience, which suggest that facial geometry strongly

influences age perception [19]. As such, these methods ad-

dress the age estimation problem by capturing the face ge-

ometry, which refers to the location of 2D facial landmarks

on images. Recently, Wu et al.[28] proposed an age esti-

mation method that presents the facial geometry as points

on a Grassmann manifold. To solve the regression prob-

lem on the Grassmann manifold, [28] then used the differ-

ential geometry of the manifold. However, the Grassman-

nian manifold-based geometry method suffers from a num-

ber of drawbacks. First, it heavily relies on the accuracy

of landmark detection step, which might be difficult to ob-

tain in practice. For instance, if an image is taken from a

bearded person, then detecting landmarks would become a

very challenging task. In addition, different ethnic-groups

usually have slightly different face geometry, and to appro-

priately learn the age model, a large number of samples

from different ethnic groups is required.

Unlike the traditional methods discussed, the proposed

method is based on DCNN to encode the age information

from a given image. Recent advances in deep learning

methods have shown that compact and discriminative im-

age representation can be learned using DCNN from very

large datasets [2]. There are various neural-network-based

methods, which have been developed for facial age estima-

tion [9, 23, 16] . However, as the number of samples for es-

timating the apparent age task is limited, (i.e. not enough to

properly learn discriminative features, unless a large num-

ber of external data is added), the traditional neural network

methods often fail to learn an appropriate model.

Thukral et. al. [25] proposed a cascaded approach

for apparent age estimation based on classifiers using the

naive-Bayes approach and a support vector machine (SVM)

and regressors using the relevance vector machine (RVM).

However, the difference between [25] and the proposed ap-

proach is that we leverage the rich information contained in

the DCNN model pretrained using a large-scale face dataset

for age estimation. Also, the proposed error correction

module mitigates the influences of the errors made at ini-

tial classification stage.

3. Proposed Method

Figure 2 shows an overview of our CNN-based cascaded

age estimation method. Our approach consists of three main

components: (1) age group classifier, (2) age regressor to

predict the relative age with respect to each age group mean,

and (3) apparent age error correction. Given a face image,

we first apply the age group classifier to get a rough esti-

mate of the age range from the image. Then, we choose the

corresponding age regressor based on the classification re-

sults to predict the relative age with respect to the predicted

group mean and combine them to get the apparent age esti-

mate. Then, we utilize the characteristic of the classification

plus regression framework to design an age error correction

scheme to correct age classification and regression errors.

Finally, the algorithm outputs the final age estimate for the

given input image. In what follows next, we will describe

each of these component in detail.

3.1. Face Preprocessing

In our work, all the face detection and facial landmark

detection are handled using the open source library dlib

[27][15]. Three landmark points (the center of the left eye,

the center of the right eye, and the nose base) are used to

align the detected faces into the canonical coordinate sys-

tem using the similarity transform.

3.2. Deep Face Feature Representation

We use the DCNN model with the architecture simi-

lar to the one proposed in [29] which is pretrained for the

face-identification task with softmax loss using the CASIA-

WebFace dataset [29]. The CASIA-WebFace dataset con-

sists of 10,575 subjects and 494,414 images. The architec-



1st: Age Group Classifier

2nd : Apparent Age Regressor

per Age Group
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Figure 2: An overview of the proposed age cascade apparent age estimator.

ture is composed of 10 convolutional layers, 5 pooling lay-

ers and 1 fully connected layer. In our work, we use PReLU

[12] instead of ReLU as the nonlinear activation function

and data augmentation to train the network. The input is a

color image of aligned faces of dimension 100 × 100 × 3.

The details of this architecture are given in Table 1. We do

net surgery on this network (i.e., we cut off the part after

pool5 layer.) and use its pretrained weights on the CASIA-

WebFace dataset to finetune on the age group dataset and

apparent age estimation dataset to perform age group clas-

sification and relative age regression with respect to each

age group.

3.3. Age Group Classifier

Inspired by the Viola and Jones face detection algorithm

[27], we quantize the human age into several age groups

(e.g. 0-7, 8-14, 15-23, etc.) which is an easier problem

than directly performing classification or regression for the

whole age range which requires a large amount of training

data. To train the age group classifier, we remove the origi-

nal fully connected layer, add the PReLU units and the fully

connected layer with 512 outputs and finetune it on the the

Images of Groups [8], Adience [4] and FGNet [11] datasets

to obtain the DCNN-based age group classifier.

3.4. Apparent Age Regressor Per Age Group

To train the age regressor for each age group, we pre-

pare the training data by splitting each training sample into

the corresponding age group based on its ground truth age,

and then subtract the mean of that group. The regressors are

trained in two ways. The first one is to extract the pool5 fea-

tures and use them to train the regressors with a large batch

size. The other is to train the regressor through end-to-end

network finetuning but with a smaller batch size. (i.e., Sim-

ilarly, we keep the part before pool5 layer and add fully

connected layers.) Since the pool5 feature in the face iden-

tification task is followed by the fully connected layer with

10,575 output corresponding to the number of subject in the

CASIA-WebFace dataset, the pool5 features should contain

strong discriminative information from all the face images

to classify a large number of subjects in the training data.

In addition, we also adopt a novel loss function called, the

Gaussian Loss, which takes the a rough age (i.e. the age is

represented as a mean and a standard derivation instead of

the exact age) as input and is robust for apparent age esti-

mation. The role of the new loss function in learning the

nonlinear regression method is discussed in Section 3.6.

For the pre-training of DCNN face representation model,

we use the standard batch size 128 for the training phase.

The initial negative slope for PReLU is set to 0.25 as sug-

gested in [12]. The weight decay rates of all the convolu-

tional layers are set to 0, and the weight decay of the final

fully connected layer to 5e-4. In addition, the learning rate

is set to 1e-2 initially and reduced by half every 100,000 it-

erations. The momentum is set to 0.9. Finally, we use the

snapshot of 1,000,000th iteration as our pretrained model.

For the finetuning of the age group classifier, we use the

learning rate, 1e-4, for the convolutional layers and 1e-3 for

the fully connected layers with 100,000 iterations. For train-

ing each age regressor, we first extract all the 320-d feature

vectors for each age group and feed them at once into the

age regressor network. We train it with 30,000 iterations

using the learning rate, 1e-2, and momentum, 0.9. For the

end-to-end finetuning of the regressors, we use batch size,

128, with the learning rate, 1e-4, for the convolutional lay-

ers and 1e-3 for the fully connected layers. The 120,000th

models are used for each age regressor. Data augmentation

is performed by randomly cropping 100 × 100 regions from

a 128 × 128 box and horizontally face flipping.

3.5. Age Error Correction

In practice, the age group classifier will make errors and

these errors significantly affect the final age estimation re-

sults for the second stage regressors. To handle these er-

rors, we employ an error correcting approach. When we

train the regressor for each age group, we also include the

training examples from the neighboring age group. For ex-

ample, given 3 age groups, (1) 8-14, (2) 15-21, and (3) 22-



28, if we want to train the age regressor for the first age

group, besides the training samples with ages ranging from

8 to 14 years old, we also add the training samples from

its neighboring group (i.e., we added the samples from ±2

groups for the experiments.), that is the second age group.

Thus, when the classifier mistakenly assigns the subject to

the neighboring age group, the regressor is able to predict

a large enough value and correct the error caused by the

age group classifier. Furthermore, to take the classifier er-

ror into consideration, we also add the misclassified sam-

ples to augment the training samples of all the regressors in

between the true and wrong groups to increase the chance

of correcting the imprecise age estimate so that it is close to

the ground truth through our error correction scheme. The

detailed step-by-step illustration for the age error correction

scheme and other components will be presented in the fol-

lowing subsection. The pseudo code for our age correction

approach is given in Algorithm 1.

Algorithm 1 AGE ESTIAMTION ALGORITHM

Input: (a) Input face image, I , (b) maxIter iterations, (c) age

group classifier, G0, and age regressor per age group, A0, A1,

. . . , AN−1 where N is the number of age groups and both

age group classifier and age regressors are all DCNN-based

models.

Output: Predicted apparent age, â.

1: gℓ = G0(I), where gℓ is the predicted age group label.

2: For i = 0 to N-1

3: ∆ai = Ai(I).
4: End For

5: â = mean(gℓ)+∆agℓ .

6: // Age estimation error correction

7: For i = 0 to maxIter - 1

8: ĝℓ = L(â), where L(·) returns the age group label of â.

9: IF ĝℓ = gℓ
10: Return â

11: ELSE

12: â = mean(ĝℓ)+∆aĝℓ

13: End IF

14: gℓ = ĝℓ
15: End For

16: Return â

3.6. Non-linear Regression

We use a 3-layer neural network to learn the age regres-

sor for each age group. The number of layers is determined

experimentally to be 3. The regression is learned by opti-

mizing the Gaussian loss function as follows [6]. The Gaus-

sian loss function is useful since the apparent age labels are

usually not exact.

L =
1

N

i=N∑

i=1

1− e
−

(∆xi−µi)
2

2σ2
i , (1)

Name Type Filter Size/Stride #Params

Conv11 convolution 3×3×1 / 1 0.28K

Conv12 convolution 3×3×32 / 1 18K

Pool1 max pooling 2×2 / 2

Conv21 convolution 3×3×64 / 1 36K

Conv22 convolution 3×3×64 / 1 72K

Pool2 max pooling 2×2 / 2

Conv31 convolution 3×3×128 / 1 108K

Conv32 convolution 3×3×96 / 1 162K

Pool3 max pooling 2×2 / 2

Conv41 convolution 3×3×192 / 1 216K

Conv42 convolution 3×3×128 / 1 288K

Pool4 max pooling 2×2 / 2

Conv51 convolution 3×3×256 / 1 360K

Conv52 convolution 3×3×160 / 1 450K

Pool5 avg pooling 7×7 / 1

Dropout dropout (40%)

Fc6 fully connection 10575 3305K

Cost softmax

total 5015K

Table 1: The base architecture of DCNN model used in this

paper [29] to finetune on the age group classification and

∆age regression for each age group.

where L is the average loss for all the training samples,

∆xi is the predicted shift in age from the mean of the cor-

responding age group. µi is the ground truth shift in age

and σi is the standard deviation in age increment for the ith

training sample. The network parameters are trained using

the back-propagation algorithm [21] with batch gradient de-

scent. The gradient obtained for the loss function is given by

(2). This gradient is used for updating the network weights

during training using back-propagation.

∂L

∂∆xi

=
1

Nσ2
(∆xi − µi)e

−
(∆xi−µi)

2

2σ2
i . (2)

We apply dropout [24] after each fully connected layers to

reduce the over-fitting due to the limited number of train-

ing data. The amount of dropout applied is 0.4, 0.3 and 0.2
for the input, first and second layers of the network respec-

tively. The dropout ratio is applied in a decreasing man-

ner to cope up with the decrease in the number of param-

eters for the deeper layers. Each layer is followed by the

(PReLU) [12] activation function except the last one which

predicts the age. The first layer is the input layer which

takes the 320 dimensional feature vector obtained from the

face-identification task. The output of this layer, after the

dropout and PReLU operation, is fed to the fist hidden layer

containing 320 hidden units. Subsequently, the output prop-

agates to the second hidden layer containing 160 hidden

units. The output from this layer is used to generate a scalar

value that would describe the apparent age. Figure 3 depicts

the 3-layer neural network used.

3.7. A Toy Example

To illustrate the end-to-end pipeline of the proposed age

estimation algorithm, we present a toy example below. In



Figure 3: The 3-layer neural network used for estimating

the increment in age for each age group.

this example, we use the 3 age group setting for the age

group classifier where (1) the first age group is from 8 to

14 years, (2) the second 15 to 21, and (3) the third 22 to

28. The age regressor will predict ∆age with respect to

the mean age of its corresponding group. For example, the

regressor for the first age group takes charge of predicting

the real value ranging from -3 (i.e. 8 - 11 = -3, where 11

is the mean age of the first group) to +3 (i.e. 14 - 11 = 3).

Now, given a face image with ground truth age 27 years old,

ideally the predicted age group label should be 3 after pass-

ing the image into the age group classifier. Then, we will

use the third age regressor to predict its ∆age which should

ideally predict the value as +2 and then we can estimate the

apparent age as 25 + 2 = 27 by combining the results of

the age group classifier and its corresponding age regressor

where 25 is the group mean for the third age group. How-

ever, as mentioned in Section 3.5, in practice, if the age

group classifier makes mistakes, the age estimation results

will be wrong. To handle this error, we do the age error cor-

rection as described in Section 3.5. Now, given another face

image with ground truth age 14, incorrectly being classified

into third age group, we augment the misclassified samples

when we train the regressor. Thus, it can be expected that

the ∆age should be negative enough, say -5, and as a result,

the age estimation will be 25 - 5 = 20 which is still wrong

but falls in the range of the second group. Then, we can

pass the image again to the second group regressor to get a

new estimate, say 18 - 4 = 14. We stop correcting the er-

ror when the predicted age and the previous predicted age

falls in the same group or reach the maximum number of

iterations. That is, we will pass the image to the first regres-

sor again and it will predict 11 + 3 = 14 and then we stop.

Otherwise, we continue to perform the correction.

The proposed age estimation algorithm is summarized in

Algorithm 1. The execution orders for both the classifica-

tion and regression parts are written in parallel, and thus it

runs in one age group classification plus N ∆age regression

simultaneously in total. The maximum number of iterations

is preset to avoid looping.

4. Experimental Results

We evaluate the proposed method on two publicly avail-

able datasets: Adience [4] and FG-Net [11]. Both datasets

include unconstrained images of individuals which are la-

beled by their actual biological ages. In addition to these

two datasets, we present results on the ICCV 2015 Chalearn

’Looking at people-Age Estimation’ challenge dataset [6].

The main difference between this dataset and Adience and

FG-Net datasets is that Chalearn includes unconstrained im-

ages of individuals labeled by their apparent ages.

4.1. Datasets

Adience dataset [4] consists of 26, 580 unconstrained

images of 2, 284 subjects in 8 age groups (0-2, 4-6, 8-13,

15-20, 25-32, 38-43, 48-53, 60+). The standard five-fold,

subject-exclusive cross-validation protocol is used for test-

ing (i.e., we merge 0-2 and 4-6 into one for the experiments

of Challenge and FG-Net datasets.)

FG-Net aging dataset [11] contains a collection of

1, 002 images of 82 subjects, where each image is annotated

with true age.

Images of groups [8] consists of 28, 231 faces in 5, 080
images. Each face is annotated with a label corresponding

to one of the seven age groups; 0-2, 3-7, 8-12, 13-19, 20-36,

37-65, 66+ .

Chalearn Workshop Challenge dataset is the first

dataset on apparent age estimation containing annotations.

The dataset consists of 2, 476 training images, 1, 136 valida-

tion images, and 1, 087 test images, which were taken from

individuals aged between 0 to 100. The images are captured

in the wild, with variations in pose, illumination and quality.

Figure 4 shows the distribution of the ’Chalearn Looking at

People’ Challenge dataset across the different age groups.

It is evident from this figure that most of the data are dis-

tributed around the age group of 20-50, while there are very

few samples in the range of 0-15 and above 55. The remain-

ing data consists of the test set which has not been released

publicly.

4.2. Experimental Details

For the first stage of age classification, we augmented

the training set with the training splits of Adience[4], FG-

Net[11] and Images of groups [8] datasets. To evaluate on

the FG-Net, we train the seven regressor networks and then

pass them through our proposed error correcting mecha-

nism to predict the final age. Although the recently released

IMDB-WIKI dataset [22] contains a large collection of im-

ages with ages, the number of the images for the young and



Figure 4: Training data distribution of ICCV-2015 Chalearn

Looking at People Apparent Age Estimation Challenge,

with regard to age groups.

old age groups is much smaller than other groups and some

of the annotations for the dataset are noisy. Due to these

factors, we confine the age group ranges to the ones defined

by Adience[4] and focus on those previosly well-labelled

datasets for this paper. The study of the influences by differ-

ent ranges of age group intervals is left for future work. All

the models were trained using Caffe [14]. We also compare

the performance of our proposed method with a recently

proposed geometry-based method [28], which is referred to

as Grassmann-Regression (G-LR).

4.3. Results

To evaluate the performance of age classification algo-

rithm, we conduct experiments on the Adience dataset [4],

by following the 5 fold cross validation protocol described

in [17]. From Table 2, it can be seen that our approach

achieve better performance than the previous state-of-the-

art methods. One thing worth noticing is that the accuracy

for exact age group classification is around 53%, but the 1-

off accuracy is 88.45% (i.e., 1-off means the predicted label

is within the neighboring groups of the true one, and 2-off

means ± 2 groups). The results demonstrate the need of our

error correction module to make the coarse-to-fine strategy

to work better.

Method Exact 1-off

Best from [4] 45.1± 2.6 79.5± 1.4
Best from [17] 50.7± 5.1 84.7± 2.2

Ours 52.88± 6 88.45± 2.2

Table 2: Age estimation results on the Adience benchmark.

Listed are the mean accuracy ± standard error over all age

categories. Best results are marked in bold.

After age group classification, we evaluated the perfor-

mance of the proposed method following the protocol pro-

vided by the Chalearn ’Looking at People’ challenge dataset

to further investigate how the coarse-to-fine strategy and er-

ror correction mechanism help the age estimation. The error

is computed as follows:

ε = 1− e−
(x−µ)2

2σ2 , (3)

where x is the estimated age, µ is the provided apparent

age label for a given face image, average of at least 10 dif-

ferent user opinions, and σ is the standard deviation of all

(at least 10) gauged ages for the given image. We evalu-

ate our method on the validation set of the challenge [6],

as the test set annotations are not available for performing

analysis. Our baseline approach is to perform age estima-

tion by a single deep regressor (as described in Section 3.6)

on top of all the DCNN features. From Table 3, it shows

that the coarse-to-fine strategy improves the prediction re-

sults of the baseline approach, and the error correction mod-

ule further significantly boosts the performance which also

demonstrates that the error correction module effectively

fixes the errors made by the age classification step. In ad-

dition, we also show that the results of end-to-end finetun-

ing on the training data of the challenge data for both base-

line and our approach outperform the ones which are trained

separately. (i.e., For the results of baseline with end-to-end

finetuning, we use the 500,000th model which are trained

with the same batch size and learning rate for the proposed

approach.) Some prediction sample results from this dataset

are shown in Figure 5.

Method Gaussian Error

G-LR [28] 0.62

Baseline 0.39

Our method

without error correction
0.382

Our method

with error correction
0.355

Baseline

with end-to-end finetuning
0.312

Our method

with end-to-end finetuning and error correction
0.297

Table 3: Performance comparison on the Chalearn Chal-

lenge dataset.

By looking at the images, we can infer that our method

is robust to pose and resolution changes to a certain extent.

It fails mostly for extreme illumination and extreme pose

scenarios. On further inspection of the Chalearn challenge

dataset, we observe the the first stage classification fails to

classify correctly when the images have attributes such as

hats, glasses, microphone, etc. However, the proposed error

correcting mechanism makes it robust to such artifacts. The

performance of our method can be improved considerably

if we train using age labeled data.

Finally, we further evaluate the proposed method with

end-to-end finetuning on the FG-Net dataset (i.e., For



Figure 5: Age estimates on the Chalearn Validation set.

The incorrect age obtained without using the self correcting

module is shown in blue, while the corrected age is given in

red.

FGNet, we set σ = 2 for Gaussian loss.). Since the train-

ing of DCNN is computationally intensive, a fair amount

of time is needed to complete the full leave-one-person out

(LOPO) evaluations. Thus, we chose to compromise and

show a result that demonstrates the performance level as

compared to other methods. We randomly chose 73 sub-

jects and used their images as the training data and the rest

for testing. Table 4 shows the comparison of our method

with several other methods proposed in recent years. From

this table, it can be seen that our method performs compa-

rable to other state-of-the-art age estimation methods. The

approach with error correction module performs much bet-

ter than the one without considering neighboring samples

for error correction during training.

4.4. Runtime

All the experiments were performed using NVIDIA

GTX TITAN-X GPU and the CUDNN library on a 2.3Ghz

computer. The first stage training for the classification task

took approximately 8 hours whereas training for the second

stage took approximately 8 hours per regressor. The sys-

tem is fully automated with minimal human intervention.

The end-to-end system takes about 2.5 seconds per image

for age estimation, with only 0.8 seconds being spent in age

estimation given the aligned face while the remaining time

being spent on face detection and alignment.

5. Conclusions

In this work, we proposed a cascaded classification-

regression framework to perform unconstrained facial ap-

parent age estimation. The proposed approach estimates

the apparent age in a coarse-to-fine manner. The age group

classifier gives the rough age estimate, the regressor per age

group gives the fine-grained age estimate, and the age error

correcting module fixes incorrect prediction. Our experi-

mental results demonstrate the effectiveness of the proposed

approach, especially when only a limited number of training

data available in the target domain.

Although our age classifiers and regressors are all based

on DCNN, our framework is generic and can be ex-

tended to other non-DCNN models. In addition, the same

classification-regression framework can be also applied to

other vision problems, such as head pose estimation.
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