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ABSTRACT

Unconstrained video-based face verification is a challenging prob-
lem because of dramatic variations in pose, illumination, and im-
age quality of each face in a video. In this paper, we propose a
landmark-based Fisher vector representation for video-to-video face
verification. The proposed representation encodes dense multi-scale
SIFT features extracted from patches centered at detected facial
landmarks, and face similarity is computed with the distance mea-
sure learned from joint Bayesian metric learning. Experimental
results demonstrate that our approach achieves significantly better
performance than other competitive video-based face verification
algorithms on two challenging unconstrained video face datasets,
Multiple Biometric Grand Challenge (MBGC) and Face and Ocular
Challenge Series (FOCS).

Index Terms— face verification, facial landmarks, Fisher vector

1. INTRODUCTION

Face recognition is one of the active research areas in computer
vision and has a wide range of practical applications including
surveillance, social networks, and mobile platform authentication
[1]. However, unconstrained face recognition is still a challeng-
ing open problem due to large variations in pose, lighting, blur,
expression, and occlusion.

In general, face recognition can be broadly classified into three
tasks: identification, verification, and watchlist. In this work, we
mainly focus on unconstrained video-to-video face verification in
which the goal is to determine whether two face videos belong to the
same person or not. To handle large variations in pose, expression
and illumination, extracting invariant and discriminative represen-
tation from face images/videos is an important issue. Chen et al.
[2] have shown that the high-dimensional multi-scale Local Binary
Pattern (LBP) descriptors extracted from local patches centered at
each facial landmarks have strong discriminative power for the still-
face recognition problem. However, directly applying this idea to
videos is infeasible because of the high dimensionality of videos.
On the other hand, the Fisher Vector (FV) representation is one of
many bag-of-visual-word encoding methods, originally proposed for
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Fig. 1: An overview for our landmark-based Fisher vector video-
based face verification algorithm.

object recognition problem and subsequently shown to work well
for face verification problems [3][4]. Even though FV descriptors
are compact for videos, their dimension is still high and increases
linearly with the number of components in the Gaussian Mixture
Model (GMM). More components in GMM representation usually
allow FVs to encode more discriminative information from image
and video data. However, having many mixture components may be
impractical for large face databases. Motivated by the successes of
these two approaches, we propose a landmark-based FV representa-
tion for video-based face verification. Instead of learning the mixture
model from the dense features of the whole face, we fit a Gaussian
model for each landmark with multi-scale dense features extracted
from patches centered at each landmark. In this way, we can greatly
reduce the number of mixture components and the dimensionality of
the FVs while preserving sufficient discriminative power.

The rest of the paper is organized as follows: We briefly review
some related works in Section II. In Section III, we present the de-
tails of the training and testing algorithms of our landmark-based FV
representation and present experimental results on two challenging
video datasets in Section IV. We concludes the paper in Section V
with a brief summary and discussion.

2. RELATED WORK

In this section, we briefly review several related works on video-
based face verification as follows. Generally, there are two major
components of a face verification system: (1) robust feature repre-
sentation and (2) designing a similarity measure.

Learning invariant and discriminative representation is the first



step towards realizing a successful face verification system. Aho-
nen et al. [5] showed that LBP is effective for face recognition. In
addition, Gabor wavelets [6] also have been widely used to encode
multi-scale and multi-orientation information for face images. On
the other hand, Coates et al. [7] showed that an over-complete rep-
resentation is critical to achieving high recognition rates regardless
of the encoding methods used. For still-face recognition, Chen et al.
[2] demonstrated excellent results using the high-dimensional multi-
scale LBP features extracted from facial landmarks. These works
showed that over-complete and high-dimensional features are im-
portant for face recognition. Li et al. [8] proposed a probabilistic
elastic model for face recognition by learning a GMM using dense
local spatial-appearance features and selecting sparse representative
features for each Gaussian component. On the other hand, Simonyan
et al. [3] and Parkhi et al. [4] showed that FV, a feature encoding
method widely used for object and image classification, can be suc-
cessfully applied to face recognition. Their experiments showed that
FV can effectively encode over-complete and dense features yielding
a robust representation.

Designing the similarity measure is the other key component in
a face verification system. Guillaumin et al. [9] proposed two ro-
bust distance measures: Logistic Discriminant-based Metric Learn-
ing (LDML) and Marginalized kNN (MkNN). The LDML method
learns a distance by performing logistic discriminant analysis on a
set of labeled image pairs, and the MkNN method marginalizes a
k-nearest-neighbor classifier to both images of the given test pair us-
ing a set of labeled training images. Taigman et al. [10] learned
the Mahalanobis distance for face verification using the Information
Theoretic Metric Learning (ITML) method proposed in [11]. Wolf
et al. [12] proposed the one-shot similarity (OSS) kernel based on a
set of pre-selected reference images mutually exclusive to the pair of
images being compared. Chen et al. [13] proposed a joint Bayesian
approach which models the joint distribution of a pair of face images
instead of modeling the difference vector from them.

Our approach mainly takes advantage of the discriminative
power of landmark features and effectively encodes the FVs to per-
form face verification. Furthermore, we apply the joint Bayesian
metric learning to learn the projection matrices to reduce the feature
dimensionality for efficiency and improve discriminative perfor-
mance.

3. PROPOSED APPROACH

Our method can be divided into two stages: training and testing
stages. For training, we use the well-known “Label Face in the
Wild” (LFW) dataset [14]. First, we apply preprocessing steps to de-
tect faces, facial landmarks and to normalize the face images/videos.
Then, we extract multi-scale dense SIFT features around each land-
mark and learn a Gaussian model for each landmark using the mean
and diagonal sample covariance of the features. After feature ex-
traction, we perform the FV encoding and train a similarity measure
using the augmented face pairs (i.e. we generate positive and nega-
tive pairs using the identity information available in the unrestricted
setting of LFW). For testing, we use the learned metric on our pro-
posed feature representation to compute the similarity of each test
pair of the face images/videos. Fig. 1 presents an overview of our
method. In the following subsections, we describe in detail each
step used in training and testing stages.

Fig. 2: The first row shows the original image before preprocessing.
The second row is the image after illumination normalization. The
final row demonstrates the facial landmarks and patches used in this
work.

3.1. Preprocessing

Before feature extraction and metric learning, we perform the fol-
lowing preprocessing steps to normalize the face data:

Landmark detection: We perform landmark detection for face
alignment and for landmark-based feature representation. The ap-
proaches proposed in [15] and subsequent work [16] are adopted
because of their computational efficiency and excellent performance
on low-resolution and lower-quality face images/videos. We use the
detected landmarks to align each face into the canonical coordinates
using similarity transform. After alignment, the face image resolu-
tion is 63 × 80 pixels, and the distance between centers of two eyes
is about 10 pixels.

Illumination normalization: Local block-wise illumination nor-
malization approaches, such as self-quotient image (SQI) [17] which
divides each pixel value by the weighted average of its neighbor-
hood, have shown better illumination normalization performance
for face recognition than histogram equalization which enhances the
dynamic range by adjusting the intensity distribution of the entire
image. Therefore, we adopt the SQI approach proposed by Tan et
al. [18] which takes the Gamma correction, difference of Gaussian
filtering, masking, and contrast equalization into consideration for
image normalization. The normalization results are presented in Fig.
2.

3.2. Landmark-based Fisher vector face representation

In this subsection, we show how to extract the proposed landmark-
based FV face representation (LFRV) and to apply metric learning
on the extracted representation to compute the face similarity of a
pair of face images/videos.

Fisher vector encoding: The FV is one of bag-of-visual-word
encoding methods which aggregates a large set of feature vectors
(e.g. dense SIFT features) into a high-dimensional vector. In gen-
eral, the whole process is done by fitting a parametric generative
model (e.g. GMM) and encoding the features using the derivatives
of the log-likelihood of the learned model with respect to the model
parameters. As in [19], a GMM model with diagonal covariances is
used in this work, and the FV encoding can be thus computed by the



first- and second-order statistics of the dense features as follows
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where wk, µk, Σk = diag(σ1k, ...,σdk) are the weight, mean,
and diagonal covariance of the kth Gaussian component of the
GMM. Here, vp ∈ Rd×1 is the pth feature vector and N is the
number of feature vectors. Parameters of the GMM can be es-
timated from the training data using the EM algorithm. αp(k)
is the weight of vp belonging to the kth mixture component. In
addition, the final FV, Φ(I), of an image I is obtained by con-
catenating all the Φ
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where K is the number of Gaussians in the GMM and d is the
dimensionality of the extracted features.

To incorporate spatial information, we augment each extracted
SIFT feature with the normalized x and y coordinates [8][3] as
[axy,

x
w
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2
]T where axy is the SIFT descriptor at (x, y),

and w and h are the width and height of the image, respectively.
(i.e. For K, we use 49 and 128 in this work. For d, it is 130 after
augmentation.) In addition, FV is further processed with signed
square-rooting and L2 normalization as suggested in [19] for im-
proved performance.

Dense landmark features extraction: We extract dense root-SIFT
features at three scales from the 16 × 16-pixel patches centered
at each facial landmark of inner faces with a scaling factor of

√
2

(i.e., 49 landmarks are used here). For training, we aggregate the
extracted features around each landmark and take the mean and
diagonal sample covariance, Σk = diag(σ1k, ...,σdk), to fit a
Gaussian for each landmark as follows:
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where Nk and vp are respectively the number of features and SIFT
features extracted from the patch centered at kth landmark. The fit-
ted Gaussians are illustrated in Fig. 3.

(a) (b) (c) (d)

Fig. 3: (a) and (b) illustrate the GMM with 49 components learned
from 49 facial landmarks and from the whole image, respectively.
(c) and (d) show the GMM with 128 components learned from the
neighborhood regions of 49 facial landmarks using EM algorithm
and learned from the entire image respectively.

For testing, we aggregate the extracted features with augmented
spatial information into a feature matrix, F ∈ R130×NF for each

frame, where NF is the total number of aggregated features. Be-
cause some patches overlaps, we take the union of them to remove
the duplicate features. Detected landmarks and patches for feature
extraction are shown in Fig. 2. Then, we perform FV encoding for
each frame within a video and average all the FVs into one for each
video. (i.e. the other choice is to use pooling.)

3.3. Joint Bayesian Metric Learning

Recently, the joint Bayesian method to face metric learning has
shown good performance for face verification [13][20]. Instead of
modeling the difference vector between two faces, the approach di-
rectly models the joint distribution of feature vectors of both ith and
jth images, {xi,xj}, as a Gaussian. LetP (xi,xj |HI) ∼ N(0,ΣI)
when xi and xj belong to the same class, and P (xi,xj |HE) ∼
N(0,ΣE) when they are from different classes. In addition, each
face vector can be modeled as, x = µ + ε, where µ stands for the
identity and ε for pose, illumination, and other variations. Both µ
and ε are assumed to be independent zero-mean Gaussian distribu-
tions, N(0,Sµ) and N(0,Sε), respectively. It was shown in [13]
that the log likelihood ratio of intra- and inter-classes, r(xi,xj),
which has a closed-form solution can be computed as follows:

r(xi,xj) = log
P (xi,xj |HI)
P (xi,xj |HE)

= xTi Mxi + xTj Mxj − 2xTi Rxj

(3)
where M and R are negatively semi-definite matrices of Sµ and Sε.
The equation can be written as (xi−xj)

TM(xi−xj)− 2xTi (R−
M)xj . Instead of using the EM algorithm to estimate Sµ and Sε,
we optimize the closed-form distance in a large-margin framework
with hinge loss. However, directly learning M ∈ RD×D and R ∈
RD×D are intractable because of the high dimensionality of FVs
where D = 2Kd. Thus, we let M = HTH and B = (R−M) =
VTV where H ∈ Rr×D and V ∈ Rr×D and choose r = 128� D
in our work. We solve the following optimization problem

argmin
H,V,b

∑
i,j

max[1− yij(b− (xi − xj)
THTH(xi − xj)

+2xTi VTVxj), 0]
(4)

where b ∈ R is a threshold, and yij is the label of a pair: yij =
1 if person i and j are the same and yij = −1, otherwise. For
simplification, we denote (xi−xj)

THTH(xi−xj)−2xTi VTVxj
as dH,V(xi,xj). In addition, H, V, and b can be updated using
a stochastic gradient descent algorithm as follows and are equally
trained on positive and negative pairs in turn:

Ht+1 =

{
Ht, if yij(bt − dH,V(xi,xj)) > 1
Ht − γyijHtΨij , otherwise,

Vt+1 =

{
Vt, if yij(bt − dH,V(xi,xj)) > 1
Vt + γyijVtΓij , otherwise,

bt+1 =

{
bt, if yij(bt − dH,V(xi,xj)) > 1
bt + γbyij , otherwise,

(5)
where Ψij = (xi − xj)(xi − xj)

T , Γij = xix
T
j + xjx

T
i , and γ

is the learning rate for H and V, and γb for the bias b. We perform
whitening PCA to the extracted features and initialize both H and
V with r largest eigenvectors. Note that H and V are updated only
when the constraints are violated.
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Fig. 4: (a) and (b) show the ROC curves of face verification for subsets of S2, S3, and S4 for MBGC dataset where target and query videos
are from the same set. (c) and (d) for the FOCS dataset. For these figures, we compare the results of LFVR of 49 (i.e. in (a)(c)) and 128 (i.e.
in (b)(d)) components with DFRV and their FV counterparts using the same number of components respectively.

4. EXPERIMENTAL RESULTS

We present face verification results using the receiver operating char-
acteristic (ROC) curves on two well-known public datasets for un-
constrained video-based face recognition: (1) Multiple Biometric
Grand Challenge (MBGC)[21], and (2) Face and Ocular Challenge
Series (FOCS)[22].

4.1. Multiple Biometric Grand Challenge

In the MBGC dataset, there are 146 subjects in total, and videos are
available in two resolutions: standard definition (SD, 720× 480 pix-
els) and high definition (HD, 1440× 1080 pixels). It consists of 399
walking sequences where 201 of them are in SD and 198 in HD,
and 371 activity sequences where 185 in SD and 186 in HD. Fig. 5
shows the sample frames For the walking sequences, subjects usu-
ally walk toward and keep their faces facing the camera for most of
the time and turn their faces sideways at the end. The main challenge
of the dataset comes from blur caused by motion, frontal and non-
frontal faces with shadows which also lead to difficulty in tracking
the faces in the video. To the best of our ability, we implemented the
dictionary-based method for video-based face recognition, DFRV,
proposed in [23] and the manifold-based method, WGCP, proposed
in [24]. These methods produced favorable results compared to sev-
eral manifold and image set-based methods. As a result, we use
them as the baseline algorithms. We perform the verification exper-
iments on the subsets of S2, S3, and S4 from the walking sequences
where S2 is the set of subjects who have at least two face videos
available, S3 at least three available, and S4 at least four available
(S2: 144 subjects, 397 videos in total, S3: 55 subjects, 219 videos in
total, and S4: 54 subjects, 216 videos). The verification results are
shown in Fig. 4 and Table 1. It can be seen from this figure that
the proposed approach achieves better results than the one based on
FV with the same number of components as our LFRV method, the
DFRV and WGCP methods. The results essentially demonstrate the
effectiveness of dense multi-scale facial landmark features.

4.2. Face and Ocular Challenge Series

In addition to the MBGC dataset, we tested our approach on another
challenging dataset, FOCS. The FOCS UT-Dallas dataset contains
510 walking and 506 activity video sequences for 295 subjects with
the resolution, 720 × 480 pixels. The sample frames are shown in
Fig. 5. The sequences were acquired on different days. For the
walking sequences, subjects initially stand far away from the cam-

Fig. 5: The upper row is the sample frames of MBGC walking se-
quences in four different scenarios, and the bottom row shows the
sample frames from FOCS UT-Dallas walking videos.

MBGC WGCP DFRV FV49 FV128 LFVR128 LFVR49

[24] [23] [3] [3] Ours Ours
S2 0.27 0.26 0.45 0.42 0.45 0.58
S3 0.22 0.22 0.40 0.38 0.40 0.45
S4 0.22 0.22 0.40 0.38 0.40 0.45

FOCS WGCP DFRV FV49 FV128 LFVR128 LFVR49

S2 0.33 0.36 0.38 0.39 0.65 0.74
S3 0.29 0.34 0.38 0.37 0.61 0.75
S4 0.18 0.21 0.29 0.28 0.51 0.65

Table 1: it shows the verification rates of each algorithm at
FAR=0.1. Our LFVR49 achieves the best results.

era, and then walk toward and keep their faces facing the camera
keeping their face and then turn away at the end. We conducted
the same verification tests as we did for MBGC subsets: S2 (189
subjects, 404 videos), S3 (19 subjects, 64 videos), and S4 (6 sub-
jects, 25 videos) for UT-Dallas walking videos. The verification re-
sults are shown in Fig. 4 and Table 1. As in the MBGC case, the
FOCS results also show that our proposed LFRV works more effec-
tively than FV whose GMM is trained over the entire face. However,
we can find from results of both MBGC and FOCS that the perfor-
mance of LFVR128 is worse than LFVR49. One possible reason is
that the resolution of detected faces of these two datasets is smaller
than the PaSC (i.e. about the half on average.) After alignment, the
face images become blurred with fewer textural details. Thus, the
performance saturated earlier when increasing the number of GMM
components.



5. CONCLUSIONS

In this paper, we proposed a landmark-based Fisher vector represen-
tation for video-based face verification problems. Our experimental
results demonstrate that if the landmarks are available, we should
always utilize them. In addition, our approach greatly reduces the
training time to learn a GMM and the dimensionality for the final
feature representation while achieving better performance than the
original Fisher vector counterpart. For future work, we plan to use
dictionaries to perform feature encoding instead of GMM and FV. In-
spired by deep learning, we also plan to develop hierarchical feature
learning and encoding methods for video-based face verification.
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