ABSTRACT

In this work, we propose a generative way of modeling faces, where the 3D shape of a face is generated by a supervised learning procedure involving coupled sparse feature learning. To learn dictionaries using the proposed method, we use the USF-HUMAN 1D database [1]. We provide as input to our training system, paired correspondences of 2D and 3D images of individuals and aim to learn the low-level patches both in 2D and 3D domains that describe the corresponding subspaces in a sparse manner. We demonstrate the efficacy of our method by quantitative results on the 3D database and qualitative results on images drawn from the internet.
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1. INTRODUCTION

The problem of generating a 3D surface from a 2D image has been a greatly studied problem in Computer Vision. Since the seminal work of Horn et al. describing a variational solution to the Shape from Shading problem [2], there have been several approaches that have provided efficient solutions to learn the 3D geometry given an image of the surface. The common attributes of these approaches have been to exploit prior knowledge on reflectance and lighting conditions, thereby constraining the solution space. With the abundance of 3D sensors like kinect available today, there is a variety of approaches that try to "learn" these physical constraints from the training data. A popular example of such a method is the make3D [3] system that computes the depth of each pixel of a two-dimensional scene. This work is one such attempt of 3D model estimation of a particular class of objects, human faces. The overall objective of this work is to obtain a 3D surface that's underlying a given 2D face image. By 3D surface, we mean the depth map (range data) corresponding to the 2D image. One such 2D-3D pair is shown in Figure 1.

The problem of inferring the 3D model from a 2D image can be cast as learning a mapping between two domains: intensity and depth. The mapping is in most cases, highly non-linear. However, in cases where the domains under consideration have an intrinsic connection, such as when they represent the same classes of objects, this mapping could be approximately learned using shared sparse representations as shown in [4],[5] for a variety of problems such as compressive sensing, image super-resolution etc. In this work, we extend the idea of coupled feature learning using sparse dictionaries to the problem of obtaining a 3D model of a given 2D image. Due to the difficulty of the problem for general object classes, we restrict ourselves to human face images. Figure 1 presents an overview of the proposed method. Given an input image, the face is detected and warped to a 2D reference image chosen from a standard database. The trained dictionaries along with the reference 2D-3D pair are used to infer the 3D shape for the warped face. In order to visualize the 3D output better, the synthesized images from the 3D model estimate produced by our method are shown in the bottom row.

2. RELATED WORK

The formulations used in this work can be related to two different classes of works: learning coupled feature representations; obtaining 3D model estimate from still images/video. Learning coupled feature space representations using dictionary-based methods was used in the work of single image super-resolution by Yang et al. [4]. In their work, the main objective was to generate a higher resolution image given the same image in a lower resolution. The idea of bilevel sparse coding was later proposed by the same authors for a more general category of problems involving coupled feature space representations. The major difference is that in bilevel sparse coding, the sparsity structure between the two domains under consideration can be tweaked using a parameter which trades off the reconstruction errors in each domain. Since then, there have been several approaches that extended these ideas to learn mappings between several domains of interest: Photo to Sketch [6], RGB-HOG [7] etc. This work uses the ideas of coupled feature learning to approximate the mapping between intensity and depth domains.

In the context of facial models, with sophisticated imaging sensors, the seminal work of Blanz and Vetter [8] provided a boost to the area of 3D modeling. Several approaches for solving this ill-constrained problem have been proposed over the years [9], [3], [10], [11], [12]. The solution to 3D model estimation has been dealt...
In this section, we present the two formulations used in this work. After the pre-processing stage, we are left with a training database that consists of the 2D-3D pairs. Each 2D-3D pair is associated with a set of features learnt from the data and using a prior 3D shape as a global constraint. We provide both visual results and a quantitative comparison of our method with the Depth transfer method [12].

3. PREPROCESSING - WARPING AND REGION LABELING

For training, we use a database of 2D-3D image pairs, an example of which is shown in Fig.1. In this work, the USF-HUMAN ID database [1] is used for experiments. In the training stage, since we are given the 3D models that belong to the input 2D images, a straightforward rendering scheme is used to render a frontal view. During inference, we are given a random 2D input whose 3D model is unknown and hence a more sophisticated warping procedure is followed. Given an input image, we use the publicly available implementation of Discriminative response map fitting (DRMF) method [13] to extract facial landmarks. The input image is warped to a reference image chosen from [1], whose 3D model is available. The warping procedure takes as input the facial landmarks from the input image, reference image and the 2D-3D correspondences to estimate the intrinsic and extrinsic camera parameters and hence the projection matrices. Using these projection matrices, a frontal warp of the input image is generated. The whole procedure is performed using our implementation of the method described in the DeepFace work [14].

We split the frontal face into eight overlapping regions as shown in Figure 2 and learn the dictionaries \{D_x, D_z\} for each region separately. Since any input image is warped to a given reference image the regions are marked off by manually annotated masks on the reference image. Thus, when the patches are generated, each patch carries a region-id signifying the region it belongs to. In the inference stage, a patch extracted from region \(r\) is processed using the dictionaries learnt corresponding to region \(r\). This step is a simple way to affirming that the semantic regions of the face are represented in a consistent manner. These regions are chosen so that each region models at most one semantic part of the face (eyes/nose/mouth/ear) and the surface orientation encoded by different regions are different.

4. LEARNING WITH PATCHES

After the pre-processing stage, we are left with a training database of corresponding 2D-3D image patch pairs \(\{X, Z\} = \{x^n, z^n\}_{n=1}^N\), where \(N\) is the total number of patches. In our experiments, we extract roughly 10000 overlapping patches per image. These patches are then split into \(R = 8\) regions as explained in the Section 3. The objective of the training phase is to learn coupled dictionaries \{\(D_x, D_z\)\} for each region separately such that the sparse representation of each 2D-3D pair are shared. We also require that the dictionary \(D_x(z)\) can be sparsely represent the domain \(X(Z)\). In this section, we present the two formulations used in this work in terms of joint/coupled dictionary learning and how we use it to perform inference.

4.1. Joint Dictionary Learning (JDL)

This formulation is derived from the Joint Feature learning framework of [4] for single image-based super resolution. Here the sparsity structure between the two domains is constrained to be the same. The objective function should reflect that the reconstruction errors in each domain using the dictionary atoms belonging to that domain should be minimized, also making sure that a sparse combination of the dictionary atoms is used. Equation 1 implements this objective. \(\lambda\) offers a trade-off between the domain reconstruction error and the sparsity of \(\alpha\). In our experiments, we set \(\lambda = 0.5\).

\[
\min_{D_x, D_z, \alpha} ||X - D_x \alpha||_2^2 + ||Z - D_z \alpha||_2^2 + \lambda ||\alpha||_1 \\
(1)
\]

4.2. Optimizing (1)

It can be seen that (1) can be compactly written in the following form:

\[
\min_{\tilde{D}, \alpha} ||\tilde{X} - \tilde{D} \alpha||_2^2 + \lambda ||\alpha||_1 \\
(2)
\]

where, \(\tilde{X} = [X, Z]^T\) and \(\tilde{D} = [D_x, D_z]^T\). Equation (2) is in the form of the traditional sparse coding problem and we use the publicly available SPAMS toolbox [15] for its solution.

4.3. Coupled Dictionary Learning (CDL)

The bi-level sparse coding approach from [5] offers a slightly different formulation of the same problem. In JDL, the sparsity structure is constrained to be the same across the two domains. Since this need not be the case, we can add an additional term to the objective in (1) where the reconstruction errors are minimized while the sparse codes across the domains are “similar” in a L2-norm sense. This gives rise to the objective function shown in (3).

\[
\begin{aligned}
\mathcal{J}(D_x, D_z, \alpha_x, \alpha_z) &= \\
&\min_{D_x, D_z, \alpha_x, \alpha_z} \left( ||X - D_x \alpha_x||_2^2 + ||Z - D_z \alpha_z||_2^2 \\
&+ \gamma ||\alpha_x - \alpha_z||_2^2 \right) \\
&\text{s.t} \quad \alpha_x = \min_\alpha ||X - D_x \alpha||_2^2 + \lambda ||\alpha||_1 \\
&\alpha_z = \min_\alpha ||Z - D_z \alpha||_2^2 + \lambda ||\alpha||_1 \\
&\end{aligned}
(3)
\]

In (3), the parameter \(\lambda\) serves the same purpose as in (1). The parameter \(\gamma\) trades off the similarity of the structure of the sparse codes belonging to each domain with the corresponding reconstruction errors. We set \(\gamma = 1\).

4.4. Optimizing (3)

The coupled dictionary learning formulation is a bilevel optimization problem and highly non-convex. Hence, we use the stochastic gradient descent algorithm to solve the problem due to the large training size and the difficulty in gradient computation for each step. The optimization is done in two levels: Given initial estimates of \(\{D_x, D_z\}\) the lower level (constraint level) is solved to give a feasible solution, which consists of the \(\{\alpha_x, \alpha_z\}\) pair, using the SPAMS toolbox [15]. In the next step, \(\{\alpha_x, \alpha_z\}\) are held fixed and the upper level optimization or the objective function \(\mathcal{J}(D_x, D_z)\), is solved by computing its gradient with respect to the variables \(D_x\) and \(D_z\). These two steps are performed iteratively until convergence. The convergence is determined by computing the objective value at each iteration over a validation set. In our experiments, we...
found that using a batch size of 10 for the stochastic descent, the problem converges in a single pass over the training data. To get the update rule to perform the descent step, the gradients for (3) should be computed. The gradients for the \(j^{th}\) sample with respect to the variables of the problem is given as follows by applying the chain rule:

\[
d\frac{\partial J_p}{\partial D_k} = \frac{\partial J_p}{\partial x} + \frac{\partial J_p}{\partial x} \frac{\partial \alpha_k^p}{\partial D_k}, \tag{4}
\]

where \(k = \{x, z\}\). The first two partial derivatives are computed as:

\[
\frac{\partial J_p}{\partial x} = -2(x^p - D_x \alpha_x^p) \alpha_x^p T
\]

and similarly for \(z\). The existence of the derivatives depends on the existence of the partial derivatives of the sparse code \(\alpha_{x(z)}\) with respect to the corresponding dictionary \(D_{x(z)}\). As pointed out in [5], there is no direct link between them and hence they have to be evaluated using implicit differentiation. The result of the analysis from [5] is being used here to compute the derivatives as follows:

\[
\frac{\partial \alpha_p^z}{\partial D_x} = (D_x^T D_x)^{-1} \left( \frac{\partial D_x^T x^p}{\partial D_x} - \frac{\partial D_x^T D_x^T z^p}{\partial D_x} \right)
\]

Thus, the update rule for the Stochastic descent algorithm for solving the upper-level subproblem can be given as:

\[
D_x^{t+1} = D_x - \eta \sum_{b=1}^{B} \left( \frac{\nabla J_b}{\nabla J_b} D_x \right) \tag{5}
\]

where \(\eta\) is chosen as \(0.1\) for the \(t^{th}\) iteration; \(\nabla J_b D_x \equiv \frac{dJ_b}{dD_x}\) and \(B\) is the batch size. In both the optimizations above (4,1,4,3), the dictionary pair \(\{D_x, D_a\}\) are initialized individually using the K-SVD method [16] and the dictionary atoms are normalized to have unit norm after each update step.

### 4.5. Inference

In the testing phase, we use a reference intensity-depth pair to guide our optimization process. Given an input \(\hat{X}\), we obtain the sparse codes using the intensity domain dictionary \(D_x\) and use them along with the depth dictionary \(D_a\) to reconstruct the depth map corresponding to \(\hat{X}\). To impose a global shape constraint on the output depth map, we use the reference depth-map \(Z_r\) as a prior. Furthermore, to compute the depth for a pixel which belongs to a region \(r\), we use the dictionary pair \(\{D_x^r, D_a^r\}\). Since the test image is warped to the reference image, this region information is readily available along with the reference, as shown in Figure 3. The following objective function trades off between the reconstruction error and the similarity to the prior shape. We found that

\[
\beta = 0.2 \text{ gives a better trade off on the validation set. We start with initializing } \alpha_x \text{ as the solution of the sparse coding problem with image } \hat{X} \text{ and dictionary } D_a. \text{ Then, (5) is solved to get the updated model estimate:}
\]

\[
\min_{\hat{Z}} ||\hat{Z} - D_x \alpha_x||_F^2 + \beta ||\hat{Z} - Z_r||_F^2 \tag{5}
\]

The solution to (5) can be calculated in a straightforward manner to be: \(\hat{Z} = \frac{D_x \alpha_x}{1+\beta}\). Then, for the JDL method, \(\alpha_x\) is recomputed as the solution to Eq.(1) with \(X = \hat{X}, Z = \hat{Z}, D_a\). For the CDL method, \(\alpha_x\) is recomputed as the solution to Eq. 6 using the Elastic-Net formulation in the SPAMS toolbox [15].

\[
\min_{\alpha_x} \frac{1}{2} ||\hat{X} - D_x \alpha_x||_F^2 + \beta ||\hat{Z} - D_x \alpha_x||_F^2
\]

\[
+ \lambda (||\alpha_x||_1 + ||\alpha_x||_1) + \gamma (||\alpha_x - \alpha_0||_2)^2 \tag{6}
\]

Using the recomputed \(\alpha_x, \hat{Z}\) is computed again and this procedure is performed until convergence, that is, until there is no change in the model output. We found that it takes typically 6-7 iterations to converge as shown in Figure 3. The JDL method converges faster but the CDL method produces slightly better results visually. Both the procedures converge in 60-70s using a naively implemented MATLAB code. In practice, (5)-(6) are solved on overlapping patches and hence their values should be pooled together to give a single depth estimate at any given pixel. In this step, we perform a distance based weighted pooling which is explained as follows: Any given pixel is covered by multiple overlapping patches and hence if a pixel is at the center of a patch then its estimate of the depth value should be weighted more as compared to that of a patch where the pixel appears in the corner. Thus, we perform a weighted pooling where the closer the pixel is to the center of the patch, the higher the depth estimate of that patch is weighted. We found that this method gives much better visual results as compared to max or average pooling which give very noisy or very smooth results respectively. We choose the \(\beta\) value such that the resulting 3D shape does not overfit the prior. Based on experiments over the validation set, we fix \(\beta = 0.2\). Figure 4 provides a stepwise procedure for training and inference stages.

### 5. EXPERIMENTS AND RESULTS

We show the effectiveness of our modeling paradigm by conducting both qualitative and quantitative experiments on the 3D Face dataset: USF-HUMAN ID [1]. To generate training data, we use the 3D model files provided to render frontal views of 100 individuals with neutral expressions. For training and inference, we set the patch size as 16 and the number of dictionary atoms to 512. These were chosen as a trade-off between faster computation and modeling accuracy. We show the synthesised 2D non-frontal images from the resultant 3D models in Fig. 5. In order to measure the accuracy
of the modeling procedure, we use the following metrics ($z$ is the Ground Truth (GT) depth image and $\hat{z}$ is the model estimate, both of dimension $N$): Root mean Square error (RMSE): $\sqrt{\frac{1}{N} \sum_{i=1}^{N} |z_i - \hat{z}_i|^2}$, log10 error: $\frac{1}{N} \sum_{i=1}^{N} |\log_{10}(z_i) - \log_{10}(\hat{z}_i)|$. Aside from these commonly used metrics, we use two new metrics which are independent of the range of the output values and do not strictly penalize pixel-wise inaccuracies, like the previous metrics do. The mean normal error (MNE) penalizes the difference in the surface orientation between the GT and the model estimate. Given a depth map $z$, the surface normals $\vec{n}$ of the underlying 3D point cloud is calculated using standard methods, for the GT and the model estimate. MNE is computed by measuring the difference between the normal orientations: $\frac{1}{N} \sum_{i=1}^{N} \cos^{-1}(\vec{n}_i \cdot \hat{\vec{n}}_i)$, where the normals are normalized to unit norm. Thus, MNE penalizes the difference in the 3D surface orientation rather than the actual depth values. MNE-V refers to the average error for per vertex normals and MNE-F refers to the per face normals, where the vertex and faces are from the triangulated 3D model output. The reported values for MNE are in radians.

5.1. 3D Model Synthesis Results

The dataset consists of 100 pairs of 2D intensity and range images each in neutral expression and frontal pose. We split the dataset as 20 pairs for training, 10 for validation and 70 for testing such that each image gets to be in the training once and hence resulting in 5 runs. The reported results are averaged across these runs. As a baseline we use two comparisons. For baseline 1, we take the reference depth image and consider that as the model estimate. For Baseline 2, we use the Depth Transfer (DT) approach. It should be noted that there is no training required for DT but it requires the existence of the 2D-3D pairs during inference. To make a fair comparison, we use the same 20 training pairs for each run for DT and allow one reference image. It should be noted that the DT code was not optimized for any parameters and default settings were used. While both the proposed formulations give very close numerical results in all the metrics used, we found that the CDL method gives visually better results in slightly more cases in the validation set as compared to the JDL method. Hence the qualitative results shown here are using the CDL method. Figure 5 shows the synthesized faces using the 3D model outputs for the input images shown in the first column. More results are shown in Figure 6.

6. CONCLUSION AND FUTURE WORK

In this work, we proposed a supervised learning approach for 3D model estimation approach with applications in synthesizing novel views of faces. Due to the flexibility of the learning formulation, the same methodology with simple changes can be applied to any class of images. In future, we plan to formulate the model estimation problem as a convolutional sparse coding problem. This can be made to work in a feed forward way and can be recast as a deep learning problem thus making it significantly faster and more accurate. Another natural extension of this formulation that is being worked on is to derive 3D models of faces appearing over a video sequence, performing model updates in an online manner.
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