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Amphibian Sounds Generating Network Based on
Adversarial Learning

Sangwook Park , Mounya Elhilali , Senior Member, IEEE, David K. Han , Senior Member, IEEE,
and Hanseok Ko , Senior Member, IEEE

Abstract—This letter proposes a generative network based on
adversarial learning for synthesizing short-time audio streams and
investigates the effectiveness of data augmentation for amphibian
call sounds classification. Based on Fourier analysis, the generator
is designed by a multi-layer perceptron composed of frequency
basis learning layers and an output layer, and a discriminator
is constructed by a convolutional neural network. Additionally,
regularization on weights is introduced to train the networks with
practical data that includes some disturbances. Synthetic audio
streams are evaluated by quantitative comparison using incep-
tion score, and classification results are compared for real versus
synthetic data. In conclusion, the proposed generative network is
shown to produce realistic sounds and therefore useful for data
augmentation.

Index Terms—Generative model, adversarial networks,
Wasserstein distance, audio stream generation.

I. INTRODUCTION

ACCESS to data (e.g., speech corpora, video datasets) has
led to great advances in signal processing and effective

deployment of deep learning techniques for recognition, dis-
crimination and detection tasks. Still, progress in a number of
niche domains remains limited due to lack of suitable data;
one such domain is natural conservation and presentation of
biodiversity of habitats. Around the world, authorities engage in
tedious efforts of observing fauna populations in given regions
in order to assess fluctuation in species over a period of time
[1]–[3]. With technological advances, automatic monitoring
systems are being explored where experts use sound recognition
technologies to track different species. Amphibian population
tracking is one area where automated systems based on sound
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recordings have been explored by collecting sounds from various
frog and toad species [3]–[6].

As data collection is an expensive and intricate effort, the
idea of using generative networks to augment data has begun
to attract the attention of researchers [7]–[9]. Among several
approaches, Generative Adversarial Networks (GANs) com-
posed of generator and discriminator have been remarkably
effective in image generation [10]–[14]. The generator produces
an image from a random seed, and the discriminator decides
whether the image was synthesized by the generator or not.
With help of regularization schemes and tuning [15]–[18], the
training of GAN may converge, and the generator produces data
indistinguishable by the discriminator.

Although GAN-based data generation has been effective for
image-related tasks, using GAN networks for audio generation
still poses a number of challenges. Generating a raw audio
streams requires an elaborate model for estimating samples that
are composed of a raw audio stream. If some of the samples in
a synthetic stream are under- or over-estimated, the synthesized
audios are different to targets that a generator is intended to
produce. Mun, et al. [19] avoided this difficulty by producing
audio features that are robust to displacements rather than raw
audio streams. As an alternative to GANs, WaveNet is a dif-
ferent representative method for raw audio stream generation
[20]. WaveNet uses a large receptive field with dilated convo-
lutions that make up an auto-regression model for estimating
downstream samples based on previous ones. Motivated by the
auto-regression model of WaveNet, Donahue et al. [21] pro-
posed an audio-stream generating network using GAN, named
as “WaveGAN”, which was designed by applying 1D transposed
convolution and a large up-sampling factor. One of limitations is
the use of large-size receptive fields, which make such networks
unsuitable for generating short audio streams like amphibian call
sounds. The mismatch in size between desired short audio target
and the large response fields in the network causes noise to fill
the size gap, which in turn results in generation of noise streams.

To handle short-time audio generation, this letter proposes
a generative network that constrains the signal structure by its
frequency basis. The generator is designed as a Multi-Layer
Perceptron (MLP) composed of frequency basis learning layers
and an output layer. A Convolutional Neural Network (CNN)
is employed as discriminator. The use of realistic data recorded
in real environments helps constrain the regularization of the
network. The effectiveness of this network is demonstrated by
performing amphibian call sounds generation. The contributions
of this letter are as follows: 1) development of a GAN based
generative model for synthesizing short-time audio streams;
and 2) investigation of feasibility of data augmentation with
synthesized audio clips by the proposed network.

1070-9908 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: Johns Hopkins University. Downloaded on June 02,2021 at 12:31:22 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-6817-4846
https://orcid.org/0000-0003-2597-738X
https://orcid.org/0000-0001-5055-5408
https://orcid.org/0000-0002-8744-4514
mailto:spark190@jhu.edu
mailto:mounya@jhu.edu
mailto:ctmkhan@gmail.com
mailto:hsko@korea.ac.kr
http://ieeexplore.ieee.org


PARK et al.: AMPHIBIAN SOUNDS GENERATING NETWORK BASED ON ADVERSARIAL LEARNING 641

II. RELATED WORKS

Goodfellow et al. [10] proposed an adversarial modeling
of a generator G(z; θG) and a discriminator D(x; θD). The
generator G maps a random vector z into a data space while
the discriminator D represents the probability that x came
from the real data space. The objective function for GAN
is denoted as fGAN (θG, θD) = EPdata(x)[log(D(x; θD)] +
EPz(z)[log(1−D(G(z; θG); θD)] where EPdata[.] and EPz(z)

[.] means an expectation operator to probability density function
of real data and random vector, respectively. The parameters of
the generator θG are trained to minimize the function while the
discriminator θD attempts to maximize the function. In practice,
θG and θD are alternatively and repetitively trained with the other
held fixed [10],

θnD = argmax
θD

fGAN (θn−1
G , θD)

θnG = argmin
θG

fGAN (θG, θ
n
D), (1)

where n is the number of iterations.
A number of studies modified the objective function. Mao et

al. [22] proposed Least Squares GAN (LSGAN) that adopted
the least square error as fLSGAN (θG; θD) = EPdata(x)[(D(x;

θD)− 1)2] + EP z(z)[(D(G(z; θG); θD))2]. The study reported
that the least square loss forces the synthetic data toward the
decision boundary resulting in synthetic data being in close
proximity to real data.

Arjovsky et al. [23] proposed Wasserstein GAN (WGAN) for
stable learning. In WGAN, Earth-Mover (EM), i.e., Wasserstein
distance is used for an objective function instead of alternatives
such as Kullback-Leibler (KL) divergence and Jensen-Shannon
(JS) divergence which are well known as a distance measure
between distributions [24]. According to this study, KL or
JS divergence is considered inappropriate as an objective func-
tion due to its discontinuities. On the other hand, the Wasserstein
distance is continuous and differentiable in most of the parameter
domain if the discriminator satisfies the Lipschitz condition. The
objective function for WGAN is defined as fWGAN(θG; θD) =
EPdata(x)[D(x; θD)]− EP z(z)[D(G(z; θG); θD)]. Both θG
and θD are updated toward maximizing the function. In order
to satisfy the Lipschitz condition, θD has to be clipped on the
interval [−c, c]. Since it is hard to optimize the parameter
c, however, Petzka, et al. [16] proposed a modified gradient
penalty to satisfy the condition as

fWGAN_LP

= fWGAN − λLPEx̂[(max{0, ‖∇x̂D(x̂)‖ − 1})2]. (2)

where x̂ is an internally dividing data between the real and
synthetic data from the generator.

III. PROPOSED METHOD

A. Signal Model With Respect to Neural Network

In the Fourier domain, an arbitrary signal can be represented
as a linear combination of frequency bases. Therefore, a single
frame of an audio recording, xn, can be modeled as a signal
component sn (represented by its frequency elements) as well
as a noise component dn, added together as

xn =
1

K

K−1∑

k=0

wkexp

(
j2πnk

K

)
+ dn, 0 ≤ n ≤ K − 1. (3)

Fig. 1. Network architectures of generator and discriminator for signal gen-
eration; the weight, wg4, for realization satisfies the weight condition as wg4(i,
j) = wg4(i + 256, j), for 1 ≤ i ≤ 256, 1 ≤ j ≤ 8000.

where K is the length of a frame, and wk and dn represent
the frequency weighting and noise, respectively. Note that the
noise is considered as an independent and identically distributed
normal random variable with N(0; σ2).

The first term in the observation model, i.e., signal sn, can be
decomposed as

sn =
1

K

K−1∑

k=0

wkexp

(
j2πnk

K

)
=

1

K

(
w0 + wK/2 +

K/2−1∑

k=1

×
{
wkexp

(
j2πnk

K

)
+ wK−kexp

(
−j2πnk

K

)})
.

(4)

As shown in (4), half of the complex bases are conjugate bases
of the other half of the bases. If wk = w∗

K−k for 1 ≤ k ≤ K/2-1,
then a real signal is represented as

sn =
1

K

⎛

⎝w0 + wK/2 + 2

K/2−1∑

k=1

re (wk) cos

(
2πnk

K

)⎞

⎠ .

(5)

where re(·) is the operator for returning the real part of a
complex number. Note that both w0 and wK/2 are real numbers
because they represent DC and -DC components, respectively.
From a neural network perspective, this can be implemented
by considering the cosine function as an activation function in
the last hidden layer, re(wk) as the weight connecting the last
hidden layer and output layer, and w0 + wK/2 as a bias term in
the output layer.

B. Network Architectures of Generator and Discriminator

This signal model is used to constrain the generator of a GAN
network. We employ a MLP configuration where frequency
bases are modeled in the first three layers (Fig. 1). In the
first two layers, Rectified Linear Units (ReLUs) are applied for
non-negative frequencies [25], while a cosine is applied as an
activation in the third layer. Batch Normalization (BN) is applied
to all layers [26]. The weights connecting to the output layer are
set to real whilewg4

k andwg4
K−k for 1≤ k≤K/2-1 are set equal to

each other to satisfy the weight constraint, wg4
k = wg4

K−k. Since
a hyperbolic tangent is bounded within the interval [−1, 1], it is
applied to control the activation in the output layer. The sampling
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TABLE I
THE LIST OF SCIENTIFIC NAMES FOR TARGET SPECIES AND ITS ABBREVIATION

rate is set to 16 kHz, and the number of nodes in the intermediate
layers is determined by considering the length of a frame to be
32 ms (512 samples).

The discriminator is designed based on a CNN whose input
is formed by applying Short Time Fourier Transform (STFT)
where the frame and sliding length are set to 32 ms and 8 ms,
respectively. All convolutional filters are set to a size of 3 × 3
and the mid-layer feature maps are compressed by applying a
max-pooling. After the fourth convolution and pooling, the 3D
tensors are flattened to a vector, which is then connected to the
output layer.

C. Adversarial Learning of Both Networks

An objective function for training the proposed architecture,
fprop. is defined as

fprop = fWGAN − λ
∑

i,j

∣∣∣wg4
i,j

∣∣∣ . (6)

To understand the regularization onwg4
i,j further, it is important

to note that the training data includes noises uncorrelated to
the signals. Moreover, the network cannot distinguish between
signal and noise during training. Thus, if the number of trainable
parameters become sufficient to model both signal and noise,
then the generator may also produce noisy waveforms. This can
be considered as a type of overfitting in the generator. To resolve
this issue, regularization is applied to the proposed objective
function according to the assumption that amphibian calls are
typically composed of a finite number of frequency bases. The
training procedure uses the following settings: learning rate is
set to 1.0e-6; batch size is 32; and the regularization coefficient
is set to 1.0e-6.

IV. EXPERIMENTS

A. Database

In this letter, 5 types of amphibians indigenous to South
Korea shown in Table I were chosen as target species. Their
call sounds were manually collected in each natural habitat by
five amphibian experts using a high-quality audio-recorder with
44.1 kHz sampling rate and stereo-recording. The call sound
intervals for each species were annotated by the participants in
the data collection. After converting to 16 kHz sampling rate and
mono-type, the intervals were divided into 0.5 second segments
by applying the endpoint detection method [27].

The database of real sounds was divided into a training set
(RealTrn) and a test set (RealTst). The training set consisted of
150 randomly sampled audio clips for each class. The test set
consisted of 200 randomly selected audio clips non-overlapping
with the training set, with the exception of the RedFrog group.

Fig. 2. CNN network for calculating posterior probability in inception score
and performing Amphibian sound classification test. The second block for
convolution and pooling is stacked where l is a layer index.

TABLE II
INCEPTION SCORES DEPENDING ON OBJECTIVE FUNCTIONS

Given the rarity of this class, we used 150 clips for training and
the full 166 audio clips for testing. While the great overlap in
training and testing data for this specific class would result in an
exaggerated performance, the purpose here is to compute an es-
timated baseline performance (Exp1) using the recorded dataset
which is later used to compare performance with synthetic data.

B. Experimental Setting

1) Inception Score: Inception score is usually used for as-
sessment of generative models by comparing their data dis-
tribution [16], [21], [28]. The posterior probability p(y|x) is
modeled by a CNN composed of convolution with a 3 × 3
filter, alternating 2D max-pooling, and fully-connected layer as
in Fig. 2. As such, the synthesized stream is transformed to
spectrogram by applying STFT with a frame of 16 ms with 75%
overlap using a hamming window. Note that the CNN was also
used in experiments for amphibian call sounds classification.

In this letter, the inception score is applied for assessments
of four objective functions described in Section II for training
the proposed architecture. Note that these functions were only
applied without weight regularization. Also, a comparison of
the proposed method to WaveNet and WaveGAN is performed
by calculating the scores to demonstrate the effectiveness of the
proposed method. To produce synthetic audios by WaveNet or
WaveGAN, implementations publicly available on gitbub were
used in this evaluation [20], [21]. Note that all audio generators
were trained with the RealTrn set, by class.

2) Amphibian Sound Classification: Exp1: RealTrn sets are
used for training and RealTst sets used for assessment as base-
line. Exp2: Synthetic data produced by the proposed network
are only used for training and the same RealTst sets used in
evaluation. Exp3: Both the RealTrn sets and 600 synthetic data
are used in training and the same RealTst sets used in evaluation.
Note that all the classification rates are summarized by the
average of results in 5 trials.

C. Experiment Results

1) Inception Score: In the first training step of the proposed
networks, four objective functions for GAN [10], LSGAN [22],
WGAN [23] and WGAN_LP [16] were used, and their inception
scores are compared in Table II. As fWGAN without gradient
penalty loss gave the best performance, it is incorporated in (4)
when designing the objective function of the proposed method.
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Fig. 3. Real and synthesized streams for SuwFrog according to methods (a) Real recording, (b) Proposed method, (c) WaveNet, (d) WaveGAN

TABLE III
INCEPTION SCORES OF DIFFERENT METHODS

Fig. 4. Amphibian classification results. (a) confusion matrix of Exp1,
(b) class avg. rate depending on the quantity of synthetic data used in training,
(c) confusion matrix of Exp2 with 600 synthetic audios per a class, (d) class avg.
rate depending on training data composition.

Table III shows assessments of audio stream generating meth-
ods in terms of the inception score. A combined objective func-
tion of a Wasserstein distance with weight clipping of c = 0.005
and a weight regularization step constitutes the overall proposed
method, and its performance is compared to that of WaveNet
and WaveGAN methods. WaveGAN is also designed based
on WGAN, but it has a different architecture to the proposed
network [21]. Fig. 3 shows an example of a real recording of
SuwFrog and the versions synthesized by these methods. While
WaveNet emulated real audio to a limited extent, WaveGAN
seems to suffer from noise generation. The proposed method
successfully manages to capture key aspects of audio signatures
of real sound as shown in Fig. 3.

2) Amphibian Sound Classification: Exp1: The class average
classification rate reached 95.40% and its confusion matrix is
shown in Fig. 4(a). Exp2: The results depending on quantity of
synthetic training data are summarized in Fig. 4(a). As expected,
the more data is used during the training, the better performance
is achieved. When 600 synthetic audio clips are used per class
during training, the performance is comparable to that of Exp1.
It is apparent that the distribution of the synthetic data closely
matched that of the real data. The same overall result pattern

Fig. 5. Class avg. rate in training depending on training data composition.
(a) class avg. rate over the number of epochs, (b) class avg. rate over the time.

is indicated by the confusion matrices for Exp1 and Exp2 is
shown in Fig. 4(a) and (c). Exp3: This experiment investigates
the effectiveness of data augmentation. The result represents an
equal level for the result of Exp1, but the CNN converges faster
when synthetic data is used in training as shown in Fig. 5. When
the training data is augmented, processing time per epoch is
longer than the case of using real only. However, the number of
epochs required for convergence is significantly reduced by the
addition of the synthetic data.

V. CONCLUSION

This letter introduced a short-time audio generating network
based on adversarial learning and investigated the effective-
ness of data augmentation. The generator and discriminator
were respectively designed based on MLP and CNN, and they
were trained by maximizing Wasserstein distance with weight
regularization. The effectiveness of the proposed method was
experimentally demonstrated by measuring the inception score
and performing classification test. The inception scores clearly
demonstrated that the synthetic data closely resembles the target
signal. Also, the results of amphibian classification using the
CNN trained with synthetic data have shown that distribution
of the synthetic data is very similar to the distribution of the
real data. This investigation of data augmentation showed that
the synthetic audios improved training efficiency when a com-
bination of both the real and the synthetic data were used to
train the classifier. Overall, these results demonstrated that the
proposed network generates suitable amphibian sounds for data
augmentation.

Authorized licensed use limited to: Johns Hopkins University. Downloaded on June 02,2021 at 12:31:22 UTC from IEEE Xplore.  Restrictions apply. 



644 IEEE SIGNAL PROCESSING LETTERS, VOL. 27, 2020

REFERENCES

[1] D. Hazell, J. M. Hero, D. Lindenmayer, and R. Cunningham, “A compari-
son of constructed and natural habitat for frog conservation in an Australian
agricultural landscape,” Biol. Conserv., vol. 119, no. 1, pp. 61–71, 2004.

[2] R. F. Baldwin, A. J. K. Calhoun, and P. G. deMaynadier, “Conservation
planning for amphibian species with complex habitat requirements: A
case study using movements and habitat selection of the wood frog rana
sylvatica,” J. Herpetol., vol. 40, no. 4, pp. 442–453, 2006.

[3] J. Colonna, T. Peet, C. A. Ferreira, A. M. Jorge, E. F. Gomes, and J.
Gama, “Automatic classification of anuran sounds using convolutional
neural networks,” in Proc. ACM Int. Conf. Comput. Sci. Softw. Eng., 2016,
pp. 73–78.

[4] J. Strout, B. Rogan, S. M. M. Seyednezhad, K. Smart, M. Bush, and E.
Ribeiro, “Anuran call classification with deep learning,” in Proc. IEEE Int.
Conf. Acoust., Speech Signal Process., 2017, pp. 2662–2665.

[5] K. Ko, S. Park, and H. Ko, “Convolutional feature vectors and support
vector machine for animal sound classification,” in Proc. Annu. Int. Conf.
IEEE Eng. Med. Biol. Soc., 2018, pp. 376–379.

[6] M. A. Acevedo, C. J. Corrada-Bravo, H. Corrada-Bravo, L. J. Villanueva-
Rivera, and T. M. Aide, “Automated classification of bird and amphibian
calls using machine learning: A comparison of methods,” Ecol. Inform.,
vol. 4, no. 4, pp. 206–214, 2009.

[7] P. Baldi, “Autoencoders, unsupervised learning, and deep architectures,”
in Proc. ICML Workshop Unsupervised Transfer Learn., 2012, pp. 37–49.

[8] D. P. Kingma and M. Welling, “Auto-encoding variational bayes,” 2013.
[Online]. Available: http://arxiv.org/abs/1312.6114

[9] C. Doersch, “Tutorial on variational autoencoders,” 2016. [Online]. Avail-
able: http://arxiv.org/abs/1606.05908

[10] I. J. Goodfellow et al., “Generative adversarial networks,” in Proc. Ad-
vances Neural Inf. Process. Syst., 2014, pp. 2672–2680.

[11] A. Shrivastava, T. Pfister, O. Tuzel, J. Susskind, W. Wang, and R. Webb,
“Learning from simulated and unsupervised images through adversarial
training,” in Proc. Int. Conf. Comput. Vision Pattern Recognit., 2016,
pp. 2107–2116.

[12] J. Wang and L. Perez, “The effectiveness of data augmentation in image
classification using deep learning,” 2017, arXiv:1712.04621.

[13] Q. Xu, Z. Qin, and T. Wan, “Generative cooperative net for image gen-
eration and data augmentation,” in Integrated Uncertainty in Knowledge
Modelling and Decision Making. IUKM 2019, (Lecture Notes in Computer
Science), Cham, Switzerland: Springer, vol. 11471, 2019, pp. 284–294.

[14] G. Mariani, F. Scheidegger, R. Istrate, C. Bekas, and C. Malossi, “BAGAN:
Data augmentation with balancing GAN,” 2018. [Online]. Available: http:
//arxiv.org/abs/1803.09655

[15] I. Gulrajani, F. Ahmed, M. Arjovsky, V. Dumoulin, and A. Courville,
“Improved training of Wasserstein GANs,” in Proc. Advances Neural Inf.
Process. Syst., 2017, pp. 5769–5779.

[16] S. Augustin, “On the regularization of Wasserstein GANs,” in Proc. Int.
Conf. Learn. Representations, 2018, pp. 1–22.

[17] K. Roth, A. Lucchi, S. Nowozin, and T. Hofmann, “Stabilizing training of
generative adversarial networks through regularization,” in Proc. Advances
Neural Inf. Process. Syst., 2017, pp. 2018–2028.

[18] X. Chen, Y. Duan, R. Houthooft, J. Schulman, I. Sutskever, and P. Abbeel,
“InfoGAN: Interpretable representation learning by information maximiz-
ing generative adversarial nets,” in Proc. Adv. Neural Inf. Process. Syst.,
2016, pp. 2172–2180.

[19] S. Mun, S. Park, D. K. Han, and H. Ko, “Generative adversarial network
based acoustic scene training set augmentation and selection using SVM
hyper plane,” in Proc. Workshop Detection Classification Acoust. Scenes
Events, 2017, pp. 93–97.

[20] A. van den Oord et al., “WaveNet: A generative model for raw audio,”
2016. [Online]. Available: http://arxiv.org/abs/1609.03499

[21] C. Donahue, J. McAuley, and M. Puckette, “Adversarial audio synthesis,”
in Proc. Int. Conf. Mach. Learn., 2018. [Online]. Available: https://arxiv.
org/abs/1802.04208

[22] X. Mao, Q. Li, H. Xie, R. Y. K. Lau, Z. Wang, and S. P. Smolley, “Least
squares generative adversarial networks,” 2016. [Online]. Available: http:
//arxiv.org/abs/1611.04076

[23] M. Arjovsky, S. Chintala, and L. Bottou, “Wasserstein GAN,” 2017.
[Online]. Available: http://arxiv.org/abs/1701.07875

[24] J. Lin, “Divergence measures based on the Shannon entropy,” IEEE Trans.
Inf. Theory, vol. 37, no. 1, pp. 145–151, Jan. 1991.

[25] V. Nair and G. E. Hinton, “Rectified linear units improve restricted Boltz-
mann machines,” in Proc. Int. Conf. Mach. Learn., 2010, pp. 807–814.

[26] S. Ioffe and C. Szegedy, “Batch normalization: Accelerating deep network
training by reducing internal covariate shift,” 2015. [Online]. Available:
http://arxiv.org/abs/1502.03167

[27] J. Park, W. Kim, D. K. Han, and H. Ko, “Voice activity detection in
noisy environments based on double-combined fourier transform and line
fitting,” Sci. World J., vol. 2014, 2014, Art. no. 146040.

[28] D. Berthelot, T. Schumm, and L. Metz, “BEGAN: Boundary equilibrium
generative adversarial networks,” 2017, arXiv:1703.10717.

Authorized licensed use limited to: Johns Hopkins University. Downloaded on June 02,2021 at 12:31:22 UTC from IEEE Xplore.  Restrictions apply. 

http://arxiv.org/abs/1312.6114
http://arxiv.org/abs/1606.05908
http://arxiv.org/abs/1803.09655
http://arxiv.org/abs/1609.03499
https://arxiv.org/abs/1802.04208
http://arxiv.org/abs/1611.04076
http://arxiv.org/abs/1701.07875
http://arxiv.org/abs/1502.03167


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


