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Abstract- Hearing engages in a seemingly effortless 

way, complex processes that allow our brains to parse the 

acoustic environment around us into perceptual sound 

objects, in a phenomenon called streaming or stream 

segregation. In this paper, we explore the hypothesis that 

the auditory system relies on the regularity inherent to 

each stream to segregate it from other competing streams 

in the scene. Tracking these regularities is achieved via a 

recursive prediction that tracks the evolution of each 

stream, using a Kalman filtering approach. The proposed 

approach com bines spectral analysis operating at the level 

of the auditory periphery with a temporal analysis using 

Kalman tracking. To incorporate nonlinear relationships 

in the signal patterns, we employ an extended Kalman 

filter. This scheme is tested on sinusoidal patterns, or the 

two tone paradigm. The combined spectral and temporal 

analysis developed here is able to predict perceptual 

results of stream segregation by human listeners in a two 

tone paradigm. 

Index Terms- Streaming, Kalman Filter, Sinusoidal 

Pattern, Alternating, Synchronous, Phase relationships 

I. INTRODUCTION 

In everyday acoustic scenes, sounds rarely exist in 

isolation; and we often experience an assembly of sound 

events that our brain is able to parse into individual 

perceptual objects. This ability of the auditory system to 

parse these intermingled signals into their corresponding 

perceptual objects has been called "auditory scene 

analysis" [1]. Understanding how the underlying 

processes of auditory scene analysis is of great interest 

to engineers and neuroscientists alike. Emulating the 

brain's ability to segregate streams can mean promising 

advances in sound and speech technologies, especially in 

dealing with nonstationary background distracters and 

unknown distortions always present in real life 

environments [2]. It also leads to improved 
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communication aids (hearing aids, cochlear implants, 

speech-based human-computer interfaces) for the 

sensory-impaired; as well as a better understanding of 

the workings of our hearing system. 

A number of theories have been proposed about the 

processes underlying the brain's ability to organize 

sensory acoustic events into perceptual objects [3]. One 

of appealing theories has posited that the tonotopic 

organization of the auditory pathway from the periphery 

to the auditory cortex underlies that ability of the system 

to segregate sound elements that activate different 

frequency channels [4]. The spectral analysis along 

frequency organized bandpass filters can undoubtedly 

explain a number of perceptual phenomena related to 

stream segregation. On the other hand, there has been an 

argument for the role of temporal patterns and 

relationships among different sound events in biasing the 

stream segregation process. Strong evidence suggests 

that the auditory system relies on the regularity among 

sound patterns to parse these events into separate or 

grouped auditory objects [5]. An obvious example in this 

case is onset synchrony which is believed to play an 

important role in grouping sound elements together over 

both short and long time scales [6]. 

In the current work, we attempt to explore the role of 

both this spectral analysis and temporal tracking in a 

simple of two-tone paradigm. This paradigm is one of 

the simplest and most compelling demonstrations of 

auditory streaming, which involves tone sequences such 

as those shown in Figure 1 The tones are either heard as 

a single stream with a distinct galloping rhythm (upper 

panel), or as two separate perceptual streams of regular 

tones (lower panel). Whether the sequence is perceived 

as one or two streams depends on a number of variables, 

including the frequency and temporal separation of the A 

and B tones, the overall duration of the sequence, and 

the attentional set of the listener [7] [8] [9] [10]. As the 

two tones become further apart (bigger flF), they are 

easier to segregate in a clear demonstration of the role of 

peripheral channeling in activating different frequency 

channels, hence 
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Figure 1: Upper Panel: Single stream with gal/oping rhythm. Lower 
panel: Two streams with regular tones A and B. 

facilitating the ability to separate the two tone sequences 
into separate streams [11]. However, if one changes the 
timing relationship between these two tone sequences 
and makes them in synchrony, the system uses this 
synchrony as indication that they are to be grouped 
together, despite the large L1F separation between them 
[12]. This later is evidence of the role of the temporal 
analysis in stream segregation. 

In the current paper, we explore both types of analyses 
using this two tone paradigm. The spectral analysis is 
achieved via a filterbank decomposition mimicking the 
analysis at the level of the auditory periphery [17]. The 
temporal analysis is achieved via temporal tracking of 
the regular sound patterns. The later involves following 
the evolution of the temporal patterns in an online 
fashion. If regular over time, these patterns could be 
predicted with an appropriate model and hence tracked 
with high degree of fidelity. We implement this tracking 
process using a predictive Kalman filter approach. The 
choice of this method is motivated by both its non
deterministic nature; as well as its recursive, online 
formulation that integrates the prediction and estimation 
stage symbiotically. The current implementation uses an 
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extended Kalman filter to allow for tracking sinusoidal 
patters such as pure tones. 

The paper is organized as follows. In section II, we are 
going to discuss about the whole system in detail. We 
are going to look into each of the blocks which comprise 
the system. In Section III, we will be discussing the 
results which will be followed by the conclusion in 
Section IV. 

II. SYSTEM ARCHITECTURE 

In this section, we discuss in detail about the Kalman 
filter-based predictive system and each of its 
components as shown in Figure 2. 

A. Signal: The signal used in this context is a two tone 
sinusoidal signal. The sinusoidal signal is represented as: 

x(t) = Sin(21r(fa +¢)t) (1) 

where fa is the carrier frequency and ¢ is the phase 

associated with the sinusoidal tone respectively. The two 
tone paradigm involves manipulating the frequency as 
well as phase relationship between two tone sequences. 
We have used a silence region of 10 ms between the two 
tones. In the current paper, we fix the duration of silence 
region between the tones and manipulate the carrier 
frequencies as well as the phase. 
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Figure 2: System Architecture showing each of the components that 
make the Kalman filter based predictive system. 

Based on the choice of carrier frequency and phase 
relationship between the two tones, we explore 4 types 
of signal: 

1. Alternating pattern with large difference between 
the carrier frequencies. 

2. Alternating pattern with small difference between 
the carrier frequencies. 

3. Synchronous pattern with difference between the 



carrier frequencies. 
4. Synchronous pattern with difference between the 

carrier frequencies. 
Our idea is to test how the Kalman filter tracks the 

regular temporal patterns associated with these 
alternating and synchronous patterns and how can we 
correlate it with the way brain tracks these patterns and 
do the streaming. 

B. Cochlear Analysis: In cochlear filterbank analysis, 
we have made use of a bank of gammatone filters 
defmed by Patterson and Holdworth [13] for simulating 
cochlea filtering. The Gammatone Filters are widely 
used in the modeling of auditory system and can 
effectively mimic the the analysis at the level of the 
auditory periphery. The impulse response of Gammatone 
filter [14] is given as 

get) = atn-1 cos(27r ft + ¢)e -27tb/ (2) 

Where n is the order of the filter, b is the bandwidth of 
the filter, ¢ is the phase, a is the amplitude and f is the 

filter center frequency. 
In this case, we have used a set of 50 overlapping 
Gammatone Filters through which the input signal of 
two tone stream is passed. The time frequency response 
of the filterbank is then passed through a low pass filter, 
The main purpose for using this low pass filter is to 
retain only the envelope characteristics of the input and 
throwing away all the fast varying frequency responses. 
The reason for doing is that the temporal pattern is a 
slow varying frequency response and contains only the 
envelope information [18]. The low pass filter used in 
this case is 4th order Butterworth Filter with a cutoff of 
100 Hz. 
This cochlear filterbank analysis gives the time 
frequency analysis of the signal or the auditory 
specgtrogram. The time frequency response is then 
passed to the Kalman filter block. 

C. Kalman Tracking: The Kalman filter is a very 
efficient way of predicting and estimating a non 
deterministic signal [19]. Basic Kalman Filter is a linear 
estimator which tries to estimate the state of the signal 
from all past observations. The signal to be estimated 
and the observation sequence are expressed as a linear 
state space equation. Then there is a predication and an 
estimation stage which actually estimates the present 
state of the signal. The extended Kalman Filter (ECKF) 
[20] implemented in this study is used to predict and 
track the regular temporal patterns of the time frequency 
response of the cochlear filterbank. Because of the use of 
sinusoidal patterns, the pattern cannot be formulated in a 
linear form, hence the need for the extended Kalman 
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Filter. The basic equations used in the extended Kalman 
Filtering approach are given below [15]: 

Yk=Hzk +Vk (3) 

where Zk = sin(27r fitk), k=O,1 ,2,3 . . . . . . .  N 

and fi is the frequency of the (h sinusoid and H=[O 1]. 

Equation (3) is the state space equation which relates the 
observation sequence y with the signal to be estimated 
along with white gaussian noise. 

The main idea behind Kalman based tracking is that 
Kalman filter estimates the present state by making use 
of all the past states of the observation signal y; which is 
the predictive nature of this approach. 

(4) 

The crux of the filtering lies in the above equation where 
the future output is represented as a function of the past 
output hence, it becomes a function of the observation 
signal Yk as well upon which the rest of the equations 

depend. 

Zklk = Zklk-l + Kk(Yk - Hzk1k_1) (5) 

Zklk+l = f(Zklk) (6) 

The above equation is actually the estimation equation 
which is trying to estimate the present state of the signal 

Zk from the past states of the signal Zk-l and the 

observation signalYk' Kk is the Kalman Gain which is a 
A 

function of the past values of prediction error �-l is 

shown in equations (7). 

(7) 

As we can see from equation (7), Kk is estimated from 
A 

the past states of the prediction error �-l' This Kk is 

then used in estimating the present state of the 
A 

predication error Pk as shown in equation (8). Hence the 

idea is that at each iteration, the previous value of 
prediction error is involved in finding the present error, 
since the filter is adaptive, and the error keeps on 
decreasing at each iteration. When the optimum number 
of iterations is reached, the prediction error almost goes 
to zero. 

A A A 

I1.lk = I1.lk-l - KkHI1.lk-l 
" " *T 

I1.+1Ik = ��Ik� 
� = 8j (z k ) / 8z k 

(8) 

(9) 

(10) 



In the above equations, k is the present state, k-l is the 

previous state and k+ 1 is the future state which validates 

the fact that the Extended Kalman Filter approach is a 

predictive and iterative approach which keeps on 

estimating the present state by predicting from past 
A 

observations. K is the Kalman Gain, P is the error 

covariance matrix, H is the standard observation matrix 

and F is the taylor series factor that transforms a non

linear function to the linear function over which all the 

equations of a basic Kalman Filter can be applied. 

Hence F is the function which is essential for the 

concept of Extended Kalman Filter. Another important 

thing that matters while implementing Kalman Filter is 

the proper selection of initial state for the estimator Z_I 
A 

and the prediction error P_I• The performance of ECKF 

depends a lot over these initial conditions [15]. 

This Kalman block produces the prediction tracking 

patterns from the time frequency response. Finally, the 

last stage is to find the phase relationship between these 

tracked patterns to find out whether the two tone 

(synchronous or alternating) paradigm belongs to single 

source or two separate sources. 

D. Phase relationship: The tracked patterns are sent to 

the phase extraction block which computes the phase 

difference ¢ between the tracked patterns and compares 

it with a threshold t; and gives the decision based on 

following criteria: 

If ¢ < t; , then two tones belong to single source, else 

two sources are present, where t; is set equal to pill 0 

radians. 

III. RESULTS 

In this section, we discuss the system's behavior using 

the two tone paradigm. The spectrogram analysis of time 

frequency response for alternating and synchronous 

tones obtained after the cochlear filterbank analysis stage 

is shown in Figure 3, 4, 5 and 6. In Fig 3 and 4, we can 

easily discern that two different channels are active in a 

different manner for alternating and synchronous tones 

when the carrier frequency difference between the two 

tones is very high. Now the question arises how the 

Kalman Filter is going to track this pattern generated by 

the alternating and synchronous tones? How big is the 

phase difference between the two tracked patterns for 

alternating and synchronous case? Fig 5 and 6 shows the 

spectrogram analysis for two alternating and 

synchronous tones with a very small difference between 

the carner frequencies. On looking into these 
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spectrograms, we can easily say that the two streams 

belong to a single source and hence form a single stream. 

Hence we don't need to go the stage of tracking as it is 

clear enough from the spectral analysis that when the 

frequency difference between the carriers is very small, 

the tone pattern forms a single stream. 

The next set of results is the tracking patterns which 

we got from the Kalman tracking block in Figure 2. 

These results are shown in Figures 7 and 8 respectively. 

From Figures 7 and 8, we can see that the Kalman Filters 

take some time to settle down i.e., it takes time for the 

buildup before it actually starts tracking the actual phase 

which validates the fact the streaming takes time to 

buildup hence we can correlate between the tracking 

pattern of Kalman Filter and the actual streaming which 

the brain performs. 
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Figure 3: Spectrogram analysis of alternating tones 
with a large frequency separation 
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Figure 4: Spectrogram analysis of synchronous 
tones with a large frequency difference 
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When these two tracking patterns are sent to the phase 

extraction block, we calculate the phase difference 

between the two in both the cases (alternating and 

synchronous). The phase difference in both the cases is 

reported in Table 1. 

Tone pattern Phase Difference ( ¢ ) 
Alternating Tone 0.57 radians 

Synchronous Tone 0.19 radians 

Table 1: Phase difference between the tracked patterns 

for alternating and synchronous tones. 

From Table 1, we can see that the phase difference 

between the tracked patterns in case of alternating tones 

is very high than the threshold value (s =pill 0 radians), 

hence the alternating tones with high difference between 

the carriers easily get segregated into two streams 

whereas synchronous tones always get streamed as a 

single stream because of very less difference between 

the phase of tracked patterns. This observation validates 

the fact that when there is a large frequency difference 

between two alternating tones, they always get streamed 

into two streams whereas synchronous tones always 

form a single stream whatever the frequency difference 

between the tones may be because of the in phase 

criterion [12]. Hence these results suggest that the 

predictive Kalman Filter tracking of temporal pattern 

from the time frequency response of the cochlear filter 

banks correlate with the way our brain tracks the 

temporal patterns and perform the streaming [16]. 

IV. Conclusion 



The current study reinforces the role of both spectral 

and temporal processing in stream segregation; it also 

strengthens the claim that prediction is very much a part 

of perception. Perceptual objects emerge as information 

from past sensory cues is integrated over time and able 

to predict the evolution of its regularity. The Kalman 

filter is well suited to implement such online tracking 

mechanisms, since it assumes an underlying Markov 

model. This work is tested on a very simple paradigm; 

but lays the foundation to exploring more complex 

acoustic inputs as well as exploring integrating other 

processes known to play a role in the process of auditory 

scene analysis. 
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