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Dissecting 3D Vortex Dynamics of Pitching Wings Using the Force
and Moment Partitioning Method

Yuanhang Zhu'" and Kenneth Breuer”
Center for Fluid Mechanics, Brown University, Providence, RI 02912, USA!
TPresent address: University of Virginia, Charlottesville, VA 22904, USA
“Correspondence: yuanhang_zhu@brown.edu, kenneth_breuer@brown.edu

1 Introduction and Method

The recent development of the physics-based Force and
Moment Partitioning Method (FMPM) provides us with a
framework to determine vorticity-induced loads from the
corresponding velocity fields [1,2]. It has opened up new
possibilities for correlating unsteady flow features with their
resultant aerodynamic/hydrodynamic loads on bodies im-
mersed in a flow. However, the current applications of the
FMPM have mainly focused on data from numerical sim-
ulations. In the present study, we consider the application
of FMPM to analyze 3D PIV measurements of unsteady
pitching wings to demonstrate the powerful capability of
the FMPM in providing new physical insights for vortex-
dominated flows.

In the FMPM, the Navier-Stokes equation is projected onto
the gradient of an auxiliary potential, ¢ - the “influence
field” - which satisfies

v2p—0, 20 _ {[(x—x,,) x n]-e; onbody boundary 7
dn 0 on outer boundary

)]
where n is the unit vector normal to the body boundary,
X — Xp is the location vector pointing towards the rotation
axis, and e, is the spanwise unit vector. Note that Eqn. 1 is
specifically constructed for moment partitioning. A differ-
ent potential can be constructed to determine lift or drag,
etc [1]. The vortex-induced force/moment density is ex-
pressed as fo = —2pQ¢, where 0 = 1(||Q||> — ||S||?) is the
second invariant of the velocity gradient tensor, Q is the vor-
ticity tensor, S is the strain-rate tensor, and p is the fluid
density. The vortex-induced force/moment is then given by
M = -2p [, Q¢ dV, where [, represents volume integral
over the field of interest. In this abstract, we focus on the
vorticity-induced moment, M. However, with the appropri-
ate influence field, ¢, any force or moment can be computed
in this manner.

We obtain the flow field data from multi-layer stereoscopic
particle image velocimetry (PIV) experiments. A schematic
of the setup is shown in Fig. 1. In the experiment, we have a

This work was supported by AFOSR. We acknowledge the helpful
discussions with Rajat Mittal and Sushrut Kumar at Johns Hopkins, and
Karthik Menon at Stanford.

NACA 0012 wing (span: s = 0.3 m, chord: ¢ = 0.1 m) pitch-
ing sinusoidally (amplitude, A = 60°, frequency, f = 0.255
Hz) in a water tunnel, with the motion prescribed by a servo
motor and the force/moment measured by a 6-axis trans-
ducer. With a freestream flow of U., = 0.3 m/s, we conduct
stereo PIV measurements at different spanwise layers to ob-
tain phase-averaged 3D flow fields of three pitching wings.
The three wings have sweep angles A = 0°, 10° and 20°, re-
spectively. A more detailed description of the experimental
setup can be found in [3].

Vertical traverse I Servo motor

Optical encoder — & gearbox
Force
transducer
Endplate
NACA 0012

Laser sheet

&\

2xsCMOS
with 35mm lens

Figure 1: Schematic of the experimental setup.

There are many challenges and issues that are particularly
relevant to applying FMPM to experimental data, includ-
ing, for example, the effect of turbulence and measurement
noise on the calculated Q-field. These issues have been ex-
plored in the context of two-dimensional geometries [4] and
although they cannot be discussed in detail in this short ab-
stract, they will be considered in the full conference presen-
tation.

2 Results and Discussion

Fig. 2(a) first row compares the iso-Q = 50 surfaces colored
by the spanwise vorticity for the three wings at /7 = 0.14,
where T = 1/ f is the pitching period. Note that the figures
are rotated in the spanwise direction to maintain a zero an-
gle of attack, for a better view of the flow structures. We
see that as the wings are pitching clockwise, at this time in-
stant, the LEV mostly detaches from the wing surface for
the A = 0° wing except for a small portion near the wing
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Figure 2: (a) 3D flow structures visualized with iso-Q = 50 surfaces colored by the spanwise vorticity, @, (1st row), and by
the FMPM-based moment density, —2Q¢ (3rd row), as well as the 3D ¢ field (2nd row) for the A = 0° wing (1st column), the
A =10° wing (2nd column), and the A = 20° wing (3rd column). (b) The corresponding spanwise distribution of the vorticity-

induced moment.

tip, which stays attached. As A increases, this small portion
of the attached LEV shrinks, whereas the top portion of the
LEV near the wing root stays more attached. The tip vortex
(TV) behaves similarly for the three wings.

The calculated 3D ¢ fields are plotted in the second row us-
ing iso-¢ surfaces. For the unswept wing, the 3D ¢ field
shows symmetry with respect to the pivot axis and the wing
chord, forming a 3D quadrant pattern. The magnitude of
¢ peaks on the wing surface and decreases towards the far
field. The iso-¢ surfaces stay relatively constant in shape
along the wing span, except at the wing tip, where the sur-
faces wrap around and seal the tube. As A is increased, we
see that the quadrant pattern persists. However, the iso-
¢ surfaces form funnel-like shapes on the fore wing and
resemble tear drops on the aft wing. This is presumably
caused by the variation of the effective pivot axis along the
wing span. The negative ¢ regions extend over the entire
wing chord near the wing root, even behind the pitching
axis. Similarly, the positive ¢ regions almost cover the entire
wing tip and even spill to the front of the pitching axis.

From the third row, we see that for the A = 0° wing, the LEV
generates negative moments near the wing tip, and near-zero
moments near the wing root. The TV has almost no contri-
butions to the moment. The LEV of the A =20° wing gener-
ates more positive moments near the wing root as compared
to the A = 10° wing, due to the combined effect of the LEV
geometry and the magnitude of the ¢ field. Similarly, the
TV of the A = 20° wing generates more negative moments
than that of the A = 10° wing. The spanwise distributions
of the vorticity-induced moment are calculated by integrat-
ing the moment density at different spanwise layers and the
results are plotted in Fig. 2(b). They further interpret the 3D

moment contributions from each vortical structure. With-
out FMPM, getting these useful physical insights would not
have been possible.

3 Conclusion and Outlook

The above example has demonstrated the powerful capa-
bility of FMPM in providing new physical insights for
vortex-dominated flows measured using PIV experiments.
As hinted above, there remain challenges specific to using
PIV data, such as measurement noise. Moreover, it is well-
acknowledged that the accuracy of PIV measurements suf-
fers close to the solid boundaries, which brings uncertain-
ties to PIV-based load estimation methods. These will be
addressed in the conference presentation, by comparing the
FMPM-estimated force/moment with those measured using
force/torque transducers.

References
[1] Menon, K. and Mittal, R. Quantitative analysis of the kinemat-
ics and induced aerodynamic loading of individual vortices in vortex-
dominated flows: a computation and data-driven approach. J. Comput.
Phys., 443:110515, 2021.
2] Menon, K. and Kumar, S. and Mittal, R. Contribution of spanwise
and cross-span vortices to the lift generation of low-aspect-ratio wings: In-
sights from force partitioning. Phys. Rev. Fluids, 7(11):114102, 2022.
[3] Zhu, Y. and Breuer, K. Aeroelastic Instability Boundaries of Pitch-
ing Swept Wings. AIAA SciTech Forum, 2022-2328, 2022.
[4] Zhu, Y. et al. Force moment partitioning and scaling analysis of
vortices shed by a 2D pitching wing in quiescent fluid. Expt. Fluids, (in
review), 2023.
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Force and velocity field fluctuations over static foils with surface
roughness
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1 Introduction

There have been significant efforts to understand the hydro-
dynamic function of surface roughness due to large penal-
ties in drag or potential performance enhancements [1-3].
Often, the research on this topic uses roughness elements
with highly complex geometries, for example, by replicating
morphological properties of shark denticles [2—4]. However,
it is not clear here whether the highly complex geometry of
these denticles has the main role in the reported force gen-
eration benefits or it is the generic roughness on the surface
that causes a re-arrangement in the flow and enhances the
hydrodynamic performance.

To better understand the role of roughness on propulsive
surfaces, we used roughness elements with a simpler ge-
ometry and conducted force and flow measurements in a
water channel with a cross section of 1.2 m width and 0.8
m depth, located at the University of Southampton Bol-
drewood Innovation Campus. Foils with rectangular plan-
form and NACAOO012 cross-section were 3d-printed, with a
chord length of ¢ = 0.16 m and aspect ratio of AR = 2.5. To
enforce a nominally two-dimensional flow over the foils, the
flow was constrained around the tips using a surface plate
and the bottom wall of the channel (Figure 1a). Suction and
pressure sides of the foils were covered with spherical-cap
roughness elements that have a protrusion length of H =
0.01c and a diameter of W = 0.05¢. Two different rough-
ness cases were considered with 75% (full-rough) and 36%
(mid-rough) arae coverage ratios, as shown in Figure 1b.
Additionally, a foil with a smooth surface (0% coverage, no
roughness elements) was tested to establish a baseline. The
free-stream velocity was fixed at U = 0.085, which gives a
chord based Reynolds number of Re = 12,000. Foils’ angle
of attack were varied using a stepper motor, within the range
of —4° < o < 20°. Force measurements are conducted us-
ing an ATI Mini40 six-axis force sensor to measure the lift
and drag generated from the foils with different roughness
coverage ratios, at each prescribed angle of attack. Each test
was conducted for at least 100 convection cycles (T = ¢/U)
at each Re, and repeated for 5 times to ensure convergence
in the root mean square (RMS) of the fluctuations for the
measured lift and drag forces.

! This work was supported by the Engineering and Physical Sciences
Research Council under Grant No: EP/R034370/1
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Figure 1: A schematic of the water channel setup with the
flat plate constrained between the surface plate and bottom
wall of the channel (a). A schematic of the actuation mecha-
nism (b). Flat plates with spherical-cap roughness elements
(bumpers) of different coverage ratios (c). A schematic of
the forces acting on the foil (d).

2 Results

The flat plates with three different bumper coverage ratios
have been tested for an angle of attack range of —4° <
AoA < 20°, at Re = 12,000 and time-averaged lift coeffi-
cients have been calculated. Here, the definition of the lift
coefficient is:

L D

C,=— - -z
L7 05pU22AR P T 0.5pU22AR

ey
where L is the time-averaged lift force, and p is the den-
sity of water. Figure 2 presents Cr, and the lift fluctuations
(CL.rms) as functions of angle of attack where the color of the
lines is mapped to roughness ratios of 0% (smooth), 35%,



SECOND DIRECT IN-PERSON COLLOQUIUM ON VORTEX DOMINATED FLOWS (DISCOVOR) - BRECKENRIDGE, USA - MAY 16-19, 2023

and 70%, respectively. As expected, the lift increases lin-
early against angle of attack up to o = 8°, after which the
lift curves become flatter. At this point, the onset of flow
separation is expected to occur where the shear layers be-
come completely detached from the foil’s surface and the
foil goes into stall. The lift generation does not show signif-
icant differences between the roughness coverages (< 10%)
for pre-stall conditions (¢ < 8°). The lift slope shows de-
pendency on roughness ratio. The lift slope decreases for
roughness cases compared to smooth foil where the lift slope
for the mid-rough foil is the lowest. As the angle of attack
increases, the lift curves show a delay in stall for the full-
rough foil compared to smooth and mid-rough cases. This
may be related to an increase in the foil thickness that the
flow sees due to the presence of roughness elements. The
trend of the lift fluctuations (Cf ;) is similar between dif-
ferent roughness coverages for pre-stall conditions. How-
ever, when the foils are at stall, at & = 12°, there is a clear
increase in lift fluctuations for smooth foil compared to mid-
rough and full-rough cases.

I o smooth 0% v mid-rough 35% —=a— full-rough 70%
g

7 — —
0.6} Re=25k 3' - e§ 89

0.4} >

<o

0 10 20

Figure 2: The lift (a) and lift fluctuations (b) acting on the
foils with different roughness coverages as a function of an-
gle of attack at Re = 25,000.

Figure 3 shows the changes in lift fluctuations for the mid-
rough (top) and full-rough (bottom) cases relative to smooth
foil across the Re and o range considered. For both mid-
rough and full-rough foils, the addition of roughness gener-
ally decreases the fluctuations in lift forces compared to the
smooth foil for & < 12°, indicated by the negative values
of the relative lift fluctuations marked by the shades of blue
across the contours. However, this decrease in the lift fluctu-
ations decreases as the roughness coverage ratio increases,
with reduction in lift fluctuations up to 56% for mid-rough
and 49% for full-rough foils. For both roughness cases, the
highest decrease in lift fluctuations were obtained when the
foils are in stall at o0 = 12°.

Although, we have only shown the analysis on lift forces
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Figure 3: Changes in the lift fluctuations for the mid-rough
(top) and full-rough (bottom) cases relative to smooth foil
across the Re and « range.

here, a similar analysis has been conducted on drag forces as
well. A further analysis on mid-span flow data revealed that
the addition of roughness leads to a significant reduction in
velocity fluctuations over foils with surface roughness com-
pared to smooth foil. During the meeting, in addition to the
data discussed here, we will talk about the pressure fields
obtained from PIV data for different roughness cases and
establish connections between lift and drag forces, and flow-
fields. We will also discuss findings by Vilumbrales-Garcia
et al. [5], and compare surface roughness effects on force
generation between static and sinusoidally pitching foils.

References
[1] Bechert, D. W., et al. Fluid mechanics of biological surfaces and
their technological application. Naturwissenschaften 87.4 (2000): 157-171.
2] Wen, Li, et al. Hydrodynamic function of biomimetic shark skin:
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[3] Domel, August G., et al. Shark skin-inspired designs that improve
aerodynamic performance. Journal of the Royal Society Interface 15.139
(2018): 20170828.

[4] Guo, Pengming, et al. On the influence of biomimetic shark skin
in dynamic flow separation. Bioinspiration & Biomimetics 16.3 (2021):
034001.

[5] Vilumbrales-Garcia, R., et al. Effects of surface roughness on the

propulsive performance of pitching foils. arXiv preprint arXiv:2301.03942
(2023).
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A computationally-augmented wind tunnel with irrotational gust
generation for low-speed aerodynamics
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1 Introduction

Large-amplitude flow disturbances, such as gusts, can dras-
tically change the aerodynamic loads on machines. Ac-
tive flow control can mitigate or exploit these disturbances,
but developing an effective control strategy is challenging,
partly because the interactions are often non-linearly depen-
dent on the gust amplitude [1]. As a result, the parameter
space is often too large to explore by wind tunnel experi-
ments alone. One solution is to create a surrogate compu-
tational model (a digital twin) of the experiments that can
augment the experimental data and model conditions out-
side the scope of the experiments. To ensure that the model
is faithful to the true disturbed flow conditions, it should be
able to assimilate data from experiments. We present a digi-
tal twin of a low-speed aerodynamics wind tunnel equipped
with a system for irrotational gust generation.

2 Methodology

@

(b)

(c) —

Figure 1: Streamlines and vorticity contours for (a) the ex-
ternal viscous flow v, + U, (b) the potential flow correction
vy, and (c) the combined velocity field v.

Consider the two-dimensional geometry in Figure 1 based
on the Andrew Feijer Unsteady Wind Tunnel at IIT [2],
which is equipped with controllable louvers to create a suc-

tion flow through the top wall. A transverse gust can be
generated by rapidly opening and closing the louvers. We
are interested in obtaining the aerodynamic forces on the
test subject and a detailed description of the flow around it
to augment experimental data.

We want to model the viscous flow in the vicinity of the test
subject, satisfying the no-slip and no-flow-through condi-
tions on its surface, and account for the influence of the wind
tunnel walls on that flow. To avoid spending computational
resources on accurately modeling the flow near the walls, we
only enforce no flow through at the walls. The flow v that
satisfies these boundary conditions can then be constructed
from an external viscous flow v (with non-zero vorticity)
around the test subject in a freestream U, and a potential
flow correction vy = V¢ according to the Helmholtz decom-
position

V=vgp+Vp +Uc. (€))

In this work, the viscous and potential flow are modeled us-
ing an immersed-layers solver [3,4] and the lattice Green’s
function (LGF) to satisfy far-field boundary conditions auto-
matically. By modeling the viscous flow as an external flow
over the body using the LGF, the computational domain only
has to be large enough to enclose the vorticity [5]. The LGF
then still allows evaluating v, at the wind tunnel walls (far
from the vorticity) such that the potential flow correction can
be computed to cancel out the normal component. The po-
tential flow contribution can also mimic the suction velocity
at the top wall to create an irrotational suction flow, accu-
rately representing the flow in the actual wind tunnel [2].
The suction velocity, and other unknown parameters, can
be estimated through Bayesian inference from wind tunnel
measurements.

3 Examples

We demonstrate the computational framework for a
NACAO0009 airfoil experiencing a gust with a Gaussian time
profile. The force response is compared in Figure 2 to that
of a flat plate and to the Wagner response for a vertical mo-
tion that matches the vertical velocity that the suction cre-
ates. The force contributions shown in Figure 3 reveal that
the difference between the NACA airfoil and Wagner re-
sponses results from a different circulatory force response
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due to non-linear effects during the vortex shedding. Snap-
shots of these vortices are shown in Figure 4. Furthermore,
the difference between the NACA airfoil and the flat plate
force responses is mostly a result of the buoyancy force on
the non-zero volume of the NACA airfoil due to the acceler-
ating external flow.

Other examples have been investigated and demonstrate that
when the airfoil’s angle of attack is increased or a stronger
gust is created, non-linear effects and the wind tunnel con-
finement result in increasingly different behavior between
the flow with and without the wind tunnel walls. Finally,
gusts have been simulated that mimic the impulsive opening
and closing of the suction louvers in the real wind tunnel
used by He et al. [2].
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Figure 2: Lift coefficient for a NACA0009 airfoil (----),
flat plate (--- ), and Wagner response (---), and the
suction-to-inlet mass flow rate ratio (——) for a Gaussian
gust.
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Figure 3: Contributions to the lift coefficient of the circula-
tory force for a NACAO0009 airfoil (----), flat plate (---- ),
and Wagner response (- - - ), of the added mass force (—),
and of the buoyancy force () for a Gaussian gust.
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Figure 4: Streamlines and Q contours for a thick airfoil ex-
periencing a Gaussian gust in a wind tunnel.

4 Conclusion

This work presents a computational framework for effi-
ciently modeling the flow in a wind tunnel with irrotational
gust generation by correcting a viscous flow solver with a
potential flow. The simulations can be assimilated with ex-
periments by inferring gust parameters from measurements.
The force response of different airfoils is compared to ana-
lyze the wind tunnel and non-linear effects.
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1 Introduction

With recent interest in the flight of small flight vehicles
in urban environments, the effects of gusts is receiving in-
creased attention. As a stepping stone to the effect on a
flight vehicle, it is desirable to first characterize gust ef-
fects on an airfoil. Further, there is an interest in the ef-
fect of large gust-to-freestream ratios that are most relevant
to the flight of small and slow vehicles in urban areas. A
transverse gust is a region of flow disturbance normal to the
freestream. When an airfoil flies through this region, the
gust affects the airfoil bound circulation, vortex shedding,
and the loads. Recent experimental and modeling efforts for
this problem have used flat-plate geometries, and have stud-
ied gust effects, gust-mitigation approaches by pitch control,
and experiment-model comparison [1]. In the current work,
we use a new version of the LESP-modulated discrete-
vortex method (LDVM) [2] that, unlike earlier models, can
simulate transverse gust effects on round-leading-edge air-
foils. Comparison of the results from this 2D-flow approach
shows that the flow fields compare well with experimental
results, but forces are over estimated as seen with the ear-
lier models. However, when an aspect-ratio correction is
applied to the 2D force results, the predicted forces are in
better agreement with those measured in the experiments.

2 Methodology

Z . Body-fixed frame

leading edge vortices

Z Inertial frame

trailing edge vortices o o} =

5 5 55

time "'
)

Figure 1: Illustration of the airfoil kinematics and the dis-
crete vortices shed from it, along with the variables used in
the unsteady aerodynamic model

In this work, the unsteady-airfoil prediction approach of
Narsipur et al. [3] is used as the foundation. This approach
uses lumped vortex elements to model the bound vortex
sheet on the airfoil and discrete vortices to model shedding
from leading and trailing edges. The shedding from the
leading edge is intermittent, and is governed by the instanta-
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neous leading-edge suction parameter (LESP) and whether
or not it is greater than the critical LESP. Because the crit-
ical LESP depends on the leading-edge radius and it is an
input to the simulation, the current approach can simulate
flows over round-leading-edge airfoils. This formulation has
been recast into a state-variable formulation [4]. The state-
variable formulation casts the problem in a standard ordi-
nary differential equation form, enabling the use of higher-
order numerical integration methods for improved accuracy.
The approach allows for easy integration of aerodynamic
and structural dynamic models to study new problems.

The integration of the transverse gust effect to the unsteady
solver is achieved by creating a gust velocity field, with a
prescribed vertical flow velocity, over a region of the x co-
ordinate. Whenever the airfoil or a free vortex is inside
this region, the corresponding gust velocity will be added to
the calculation. The contributions from the gust along with
other induced velocities from the motion and other free vor-
tices are summed to fulfill the zero-normal-flow boundary
condition on the airfoil camber line. This affects the bound
circulation on the airfoil. As the LESP is affected by the
leading-edge bound circulation, the gust alters the shedding
of vorticity from the leading edge. The gust also affects the
velocity used in calculating the loads on this portion of the
airfoil, which is done using the Kutta-Joukowski theorem.
Thus the gust dynamically affects the vortex shedding and
the loads as the airfoil moves in or out of the gust region. In
future, this approach can be extended to study the effect of
leading-edge shapes and pitching kinematics on gust effects
and gust-mitigation strategies.

3 Results

Using our unsteady solver coupled with gust field function,
an airfoil moving into a transverse gust region is studied for
three different gust ratios (GR) . The lift history, C;(¢), and
the C; normalized by the gust ratio (C;/GR) between the
three gust ratio cases are presented in figure 2. The results
show how an airfoil with zero pitch angle can experience
a lift increase followed by a decrease as the airfoil moves
into and out of the gust region. The collapse of the C;/GR
plots shows that the lift increase due to gust is almost pro-
portional to the strength of gust, and thus the normalized
curve is similar between the cases with different gust ratios.
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The simulation (Figs. 2 c,d) over predicts the lift when com-
pared to the experimental results (Figs. 2 a,b, from Ref. [1]),
as also observed in earlier works [1]. We hypothesized that
this simulation-experiment discrepancy was due to the lack
of 3D corrections in the simulation. To evaluate this hypoth-
esis, we applied a simple lift-curve-slope correction based
on Helmbold’s equation for a low aspect ratio wing (Eq. 1).
With the correction, the results from the simulation (Figs. 2
e,f) show much better agreement with the experimental re-
sults.

6]

Figure 2: The load comparison: (a, b) Experimental re-
sults for C; and C;/GR, (c, d) Simulation results for C; and
C;/GR, and (e, f) Simulation results with aspect-ratio cor-
rection for C; and C;/GR.

We are also interested in how well the simulation predicts
the LEV shedding in the flow field. In figure 3, the flow pre-
dictions from the simulation are compared against PIV vor-
ticity distributions from the experiments at different times
during the gust encounter. The results are promising, indi-
cating that the majority of the gust effects have been success-
fully modeled in the simulation. The vortex roll-up down-
stream the airfoil also shows very similar pattern when com-
pared to the experimental results.
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Figure 3: Vorticity distribution from experiment [1] (left)
and discrete vortex distribution from simulation (right) for
gust ratio of GR = 0.25.

4 Conclusions

The results presented here show that the current low-order
model is capable of accurately predicting the LEV shedding
pattern during gust encounters using the gust field function.
The lift modulation is also captured by the model, but the
solver does over-predict the lift compared to experiments.
It was hypothesized that the discrepancy in lift was due to
aspect-ratio effects. When an aspect-ratio correction was
applied to the simulation, the lift history showed much bet-
ter agreement with the experimental results, showing that
it is important to account for aspect-ratio effects in such
problems. One of the benefits of the current simulation ap-
proach is that it is possible to model round-leading-edge air-
foils. Follow-on research efforts will focus on the effect of
leading-edge radius and the design of motion kinematics to
mitigate the effects of the gust. We expect to present some
of these results at the conference.
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1 Introduction

Understanding flow separation over lifting bodies is criti-
cal for supporting the design of aircraft. This flow problem
has been a subject of research interests for decades [1]. The
characterization of post-stall flows over finite wings is also
fundamental to the understanding of biological flight [2]. To
fly at high angle of attack post-stall, aerodynamicists aim
to control and attenuate the detrimental effects of flow sep-
aration to the aerodynamic performance of the wing. To
achieve this objective, we consider in this study the influ-
ence of the wing planform geometry on the separated wake
features. This characterization remains a challenge, even in
the absence of turbulence and has been largely unexplored
for tapered wings.

In this work, we provide a detailed characterization of the
wing taper effects on laminar separated wakes using direct
numerical simulations (DNS). To further deepen our knowl-
edge, we study the wake dynamics through triglobal resol-
vent analysis, which identifies the optimal forcing structures
that can be amplified in the flow field [3]. Using those in-
sights, we can further study the dynamics of self-sustained
fluctuations that support unsteadiness on laminar separated
flows using resolvent wavemakers [4,5]. These findings are
crucial to the analysis of the wing taper effects on the wake
dynamics and underpin future efforts to characterize flow
separation in turbulent flow regimes.

2 Direct numerical simulations

We conduct DNS with a compressible flow solver CharLES
[6]. The spatial coordinates are defined with (x,y,z) as
the streamwise, transverse, and spanwise directions, respec-
tively. The NACA 0015 profile is defined on the (x,y) plane
at the wing root, which is then extruded in the spanwise di-
rection to form the wingspan. We build half-span models
with symmetry imposed at the wing root. Wing taper is de-
fined by the taper ratio 0 = cp/Croot, Where ciip and croot
are the tip and root chord-lengths, respectively, as shown in
figure 1(a). For all wings considered here, the chord length
decreases linearly from root to tip. The mean chord length
¢ at the quarter-span b/2 is used to scale all spatial vari-
ables. For all flows analyzed herein, we define the chord-

IThis work was supported by the Air Force Office of Scientific Research
(program manager: Dr. G. Abate, grant: FA9550-21-1-0174)
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based Reynolds number Re, = Uwc/v = 400, where U is
the freestream velocity and V is the kinematic viscosity. The
freestream Mach number is set t0 Moo = Us /oo = 0.1, where
dw is the freestream speed of sound. A schematic is shown
in figure 1(a-c) for different tapered wing configurations. A
close view on the near-wake computational grids is shown
in figure 1(d,e).
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Figure 1: Problem setup for tapered wings. Wing planforms
with SAR=b/c =2, a = 18°, § = 0.5, and three different
configurations (a) A g = 0°, (b) Atg = 0°, and (c) ALg =
40°. Computational grids are shown on 2-D planes at (d)
z/c=1and (e) y/c = —0.5.

Post-stall wakes around tapered wings exhibit a rich diver-
sity of flow structures depending on the taper ratio, aspect
ratio, angle of attack, and the leading and trailing edges
sweep angles, as shown in figure 2. On the top left, we
see the flow around an untapered and unswept wing, with
streamwise tip vortices developing from the free end and
spanwise roll structures located near the wing root. From
the second to fourth rows, in the first column, we observe
the effect of wing sweep over untapered wings. For swept
wings, the region of shedding shifts towards the wing tip,
and the amplitude of wake oscillations decreases for high
sweep angles.

The flow over tapered wings is shown on the second and
third columns of figure 2. In the top row, flows over forward-
swept TE wings are presented. These planforms have fixed
ALE = OO, while ATE = —18.4° and —30° for § = 0.5 and
0.27, respectively. In this manner, taper reduces the tip
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ALg =0°
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ALg = 18.4°
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Figure 2: Isosurfaces of instantaneous flow fields around ta-
pered wings with SAR = 2, at oo = 18°, taper ratios between
0.27 <6 <1, and 0° < Arg < 30°, using gray-colored iso-
surfaces of O = 1.

vortex length and affects the topology of the root shed-
ding structures. Furthermore, we note flows over backward-
swept LE tapered wings, with a fixed Atg = 0° while the LE
is swept backwards with Ajg = 18.4° and 30° for § = 0.5
and 0.27, respectively. This taper causes the wake shedding
structures to appear towards the wing tip region. Lastly, for
highly swept wings, shown at the bottom row of figure 2,
with a fixed ALg = 30°, wing taper increases the level of
wake oscillations near the wing tip. These results show how
taper affects wake oscillations, motivating us to study the
dynamics of their flow perturbations through resolvent anal-
ysis.

3 Resolvent analysis

Triglobal resolvent analysis reveals how forcings are ampli-
fied in the flow field and the response they generate. To
study wing taper effects on wake unsteadiness, we present
an analysis of the forcing-response spatial overlap, named
resolvent wavemaker, which highlights regions responsible
for self-sustained oscillations in the flow field. In figure 3(a),
wavemaker modes appear in the near-wake, encompassing
the region where spanwise vortices are formed.

For the wing with forward-swept LE (figure 3b), the wave-
maker support forms a triangular shape, starting from the
wing root near the LE and expanding in spanwise rolls
downstream and near the TE. Compared to the structures
formed over the untapered wing, these modes show that the
source of self-sustained oscillations near the LE is concen-
trated at the root region. In figure 3(c), for forward-swept
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LE, wavemakers appear far from the root region revealing
that self-sustained oscillations arise from the tip region.

(@) ALg = 0%6 = 1.0 (b) A = 0°,6 = 0.27 (©) Atg = 0°,6 = 0.27

‘ .= >
> e Py I '

Figure 3: Resolvent wavemakers around tapered wings.
(a) ALg = 0°,6 = 1.0, (b) ALg = 0°,8 = 0.27, and (b)
Atg = 0°,6 = 0.27. For all modes, a = 22° and St = 0.14.
Wavemaker modes shown in blue-red scale with y-velocity
isusurfaces. Instantaneous flowfield shown in light gray col-
ored isosurfaces of Q = 2.

4 Conclusion

We have presented the effect of wing taper on the wake dy-
namics using a comprehensive number od direct numerical
simulations and resolvent analysis. Through DNS, we see
that backward-swept TE concentrates flow oscillations near
the wing root, while the forward-swept LE gives rise to the
unsteadiness near the wing tip. To further study the emer-
gence of unsteadiness, we use triglobal resolvent analysis
and resolvent wavemakers, related to the regions with self-
sustained oscillations due to the overlap of forcing and re-
sponse modes. The wing planform alters the spatial support
of wavemakers. For instance, the triangular-shaped wave-
makers observed for forward-swept TE wings show that the
self-sustained oscillations over this wing arise from the wing
root. On the other hand, for forward-swept LE wings, the
wavemakers appear near the wing tip, revealing the region
where unsteadiness is supported around these wings. The
present results reveal that the conflicting influence of LE
and TE sweep angles pays a major role in defining the wake
characteristics, steady, unsteady behavior, as well as the for-
mation and maintenance of the tip vortex.
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LPT measurements around a hydrofoil close to the free surface
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1 Introduction

The tips of wings have been a major design point for the
wing’s performance due to generation of trailing vortices
close to the tips of finite span wings, leading to major change
flow near the wing such as downwash and induced drag
as shown by Prandtl [1]. While smoke visualizations were
done at first to get a qualitative view of the trailing and tip
vortices [2], Particle Image Velocimetry (PIV) and computa-
tional methods offer a quantitative study of them. PIV mea-
surements were mainly done using two-dimensional mea-
surements, being either two components or three compo-
nents through stereographic PIV. Using tomographic PIV [3]
or Particle Tracking Velocimetry [4] we can improve the un-
derstanding of 3D dominant flow topology, such as the ones
occurring on a finite span wing.

Many studies have been done to optimize the shape of the
tip as well as adding some appendages such as winglets to
control the generation and behaviour of the wing tip vor-
tices. Those design were commonly made for the wings of
airplanes, but some studies were done specifically on hydro-
foils due to their difference in operating conditions, such
as the risk of cavitation as well as the influence of free-
surface [5].

Thus, to study the influence of the free surface on the vor-
tex formation and shedding, Lagrangian Particle Tracking
(LPT) measurements have been carried out. The flow be-
haviour near the tip of a hydrofoil at low depth for different
angles of attack and Reynolds numbers (Re) is investigated.
The trajectory of the tip vortex and its intensity are identified
and followed for the different configurations.

2 Methods

The experiments were carried out at the P’ Institute in the
Environmental Hydrodynamic Platform’s open water chan-
nel which dimensions are 7 m x 0.385 m x 0.6 m (LxWxH).
The channel is equipped with a PCM Moineau worm-
drive pump controlled with a Schneider Electric variable-
frequency drive up to flow rates of Q = 65 L/s~!. The
flow rates are measured with an Endress+Hauser Promag55

!'The authors would like to thank the Direction Générale de I’ Armement
for the funding of Hervé Bonnard’s PhD thesis as well as the Plate-
forme Hydrodynamique Environnementale (PHE). This work pertains to
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electromagnetic flow-meter. The free-surface height can be
modified by a spillway gate. An ABS 3D printed T-shaped
hydrofoil (chord of c=40 mm and span of 200 mm) was
placed inside the channel at a depth of d=1.75 chords in
order to observe the influence of the proximity to the free-
surface on the flow. Four cases were studied, using two dif-
ferent angles of attack o of 6° and 12° at two chord-based
Reynolds numbers of about 20 000 and 6 500, thus using our
fixed depth at depth-based Froude number of 0.63 and 0.21
respectively.

Flow direction

S
Figure 1: Schematic description of the experiment

Two Photron Fastcam SA-Z 1 MP 20 kHz cameras were
used as well as two Photron Fastcam SA1.1 1 MP 5.4 kHz
cameras, working at an acquisition frequency of 1 kHz and
took 21 000 images. A 2 x 30 mJ Nd-YLF Continuum
Terra PIV (527 nm, 10 kHz) laser was used with LaVi-
sion’s Volume Optics laser generator. The measurements
were recorded on a 100 mm x 100 mm x 40 mm volume
downstream of the hydrofoil, streamwise starting just after
the trailing edge and spanwise starting from 5 mm outside
the wing.

Figure 2: Experimental setup of the LPT measurements
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Figure 3: Front view, side view and back view of the trajectories close to the tip of the hydrofoil at an angle of attack of 12°, a
Reynolds number of 20 000 and a depth-based Froude number of 0.63

Fluorescent particles have been used as PIV tracers. These
20 um diameter particles are homemade with polyamide
(density 1.04) doped with rhodamine 6G. The cameras
equipped with a high pass filter only acquired the fluores-
cent signal avoiding the laser light reflections from the free
surface.

The LPT was done using LaVision’s software. The Shake-
The-Box algorithm [6] is used to identify the particles in
the volume from four images recorded simultaneously from
different points of view and those particles are tracking in
space at different times to follow their trajectories. An aver-
age of 20 000 active trajectories of 50 successive positions
is obtained at each time.

3 Results

A previous study [5], showed the influence of the depth,
Reynolds number and angle of attack on the flow topology
at three different positions along the span of the T-shaped
hydrofoil: at the symmetry plane (half span), at the quarter
span and near the wing tip.

The free-surface proximity leads to important change in
the flow topology, especially with the biggest depth-based
Froude number (close to 0.9). Near the wing tip, the trailing
edge vortices’” wake is bent due to the proximity of the free-
surface, as well as the wing tip vortices in a smaller way.

Another major difference can be observed over all the span
of the hydrofoil when we decrease the depths, all other pa-
rameters being fixed, that is a decrease in the velocity gradi-
ent near the wing’s leading edge. This will lead to a smaller
pressure gradient and thus at a loss of lift which was con-
firmed using a 6-axis loads sensor during our experiments.
Moreover, the wing tip vortices being strongly related to the
pressure gradient of the wing will also see changes in its
intensity.
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The LPT measurements allowed us to observe the trailing
vortices of the wing tip, which was missing in the previous
study. The trajectories show us the vortices’ spatial evolu-
tion depending on our parameters. An example is shown on
Figure 3, where we can see the wing tip vortices moving
closer to the hydrofoil when comparing the front and back
views.
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Introduction

Vertical-axis wind turbines feature many advantages to com-
plement traditional wind turbines in power production in-
cluding omni-directionality, low noise production, and scal-
ability. The inherent aerodynamic complexity of vertical-
axis wind turbines has challenged their development for
large-scale power production. The blades of these turbines
undergo periodic variations in effective angle of attack and
incident flow velocity, leading to the occurrence of dynamic
stall. This phenomenon causes large cycle-to-cycle load
fluctuations, jeopardising the turbine’s structural integrity.

In this project, we investigate the potential of individual
blade pitching to control the occurrence of dynamic stall on
a single-bladed wind turbine. The optimal temporal evolu-
tion of the blade pitching angle has be determined through
an open loop optimisation genetic algorithm based optimi-
sation and through a cluster-based feedback control. Both
strategies use experimental data from various measurement
campaigns with a scaled-down vertical-axis wind turbine
model with dynamic blade pitching capabilities and an in-
strumented blade shaft for load measurements [1]. The wind
turbine blade is placed at the centre of the test section of
a water channel and performs fully automated experiments
to seek optimal blade pitching kinematics or control laws
(fig. D).

Genetic algorithm based optimisation

We performed an experimental optimisation of the blade’s
pitching kinematic at on and off-design operating conditions
given by tip speed ratios A = 3.0 and A = 1.5. The tip-speed
ratio A = U, /U,, is the ratio between the blade’s rotational
velocity Uy, and the incoming flow velocity U...

We optimised the blade’s pitching profile using a genetic
algorithm [2] with two objectives: 1) maximising the net
power production and 2) minimising load fluctuations re-
lated to flow separation. We performed over 1500 experi-
ments visiting a large envelope of pitching kinematics. We
obtain time-resolved aerodynamic force measurements us-
ing a customised load cell built into the blade’s shaft and

I'This work was supported by the Swiss National Science Foundation
under grant number PYAPP2_173652
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compute the wind turbine performance for each individual.
The strongest individuals achieve a 300 % increase in net
power production compared to a non-actuated wind turbine
blade. Flow field measurements using time-resolved parti-
cle image velocimetry have been conducted for the strongest
individuals to better understand how the pitching affects the
development of dynamic stall.

An exemplary result of the open-loop optimisation for A =
1.5 is presented in fig. 2. The non-actuated case in fig. 2a is
characterised by the occurrence of dynamic stall. When the
blade moves upwind, a leading-edge vortex forms that cre-
ates additional suction and allows for a peak in power pro-
duction around 6 = 80°. Shortly thereafter, the large-scale
stall vortex separates, leading to a significant drag excursion

a. Top stepper
motor

; - 5
Strain gauges
—_—

Laser sheet

60 cm —_—

=
N2

Acrylic window

{ o .
Camera - 'd" ]
e ——

Figure 1: (a) Cross-sectional view of the experimental set-
up including the wind turbine model, the light sheet, the ro-
tating mirror system, and the high-speed camera for parti-
cle image velocimetry. (b) A close-up view of the blade
sub-assembly, with installed strain gauges. (c) The camera’s
field of view indicated by a long exposure image of seeding
particles in the flow.
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Figure 2: Evolution of the phase averaged velocity field and turbine power coefficient for (a) a single turbine without and (b)
with pitch control for A = 1.5. The cycle is divided into an upwind part 0° < 6 < 180° and a downwind part 180° < 6 < 360°,
with 6 = 0 referring to the blade in the bottom position. The power evolution without pitch control is added in grey in (b) for
better comparison. The black circles in polar plots of the power coefficient correspond to C, = 0.

and post-stall load fluctuations. In the downwind half of the
motion, the flow remains fully separated, yielding sporadic
small regions of positive power coefficient.

The optimised pitching kinematics presented a fig. 2b sig-
nificantly improve the power production and limit the oc-
currence of dynamic stall. The blade pitching leads to an
increase in the power production region during the upwind
by delaying the onset of dynamic stall. The separation of
the stall vortex is also delayed to 180° < 6 < 210° such that
vortex is shed to the side. The reattachment is promoted and
a significant second region of power production is present
towards the end of the upwind part of the motion.

Cluster-based feedback control

In addition to the open loop optimisation of the blade’s pitch
angle evolution, we have applied cluster-based feedback
control to continuously adjust the pitch angle in response
to the measured blade loads. The control strategy builds
upon the cluster-based feedback control presented by [3],
which is a model-free approach that is especially well suited
for complex systems without a known underlying model de-
scription.

Initial results for clean inflow conditions yield a control
law that leads to an optimal blade pitching evolution that
matches the optimal solutions obtained with the open loop
optimisation. The added value of the closed loop control is
its ability to adapt to perturbed and varying inflow condi-
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tions.

At the meeting, we will present a detailed comparison of
the open and closed loop control of the blade pitching for
steady inflow conditions. We will demonstrate the ability of
the closed loop control to deal with varying and perturbed
inflow conditions. The evolution of the power coefficients
and the flow development under the various conditions will
be analysed and guidelines for the safe control of vertical
axis wind turbines will be presented.
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Due to their speed, endurance, light-weight, and payload
capabilities, small-scale unmanned aerial vehicles (sUAVs)
are taking on more expansive roles in various applica-
tions, from search and rescue to cargo transport and map-
ping. However, such vehicles are still lacking in terms of
agility and adaptability to be able to perform all these
missions efficiently [1]. Stall is one of the limiting fac-
tors for sUAVs that prevents high angle of attack maneu-
vers, which are typically encountered during flight through
gust and obstacle-filled environments or during takeoff and
landing. These high angle of attack maneuvers are charac-
terized by unsteady flow conditions due to the significant
flow separation and vortex shedding[2]. Birds that op-
erate in similar flight conditions and with the same con-
straints as sUAVs use some of their feather systems as
passive-deployable flow control devices for stall mitigation;
one of those feather systems is referred to as the coverts.
In biology, the covert feathers are considered as aeroe-
lastic flow-control devices for mitigating flow separation,
enhancing lift, and delaying stall [3, 4]. The coverts are
noticed to deploy during high angle of attack maneuvers
such as perching, take-off, and landing as shown in Fig.
la [5]. Two parameters affect the response of the covert
feathers to the flow, namely the stiffness of the feather
shaft determined by the material properties and the shaft
area moment of inertia defined by the geometry.

Bio-inspired studies have investigated several covert-
inspired flaps concepts to increase post-stall lift produc-
tion and expand the flight envelope. Rigid metal flaps,
feathered flaps, and elastic hair-like flaps are all exam-
ples of covert-inspired flaps that have been placed at vari-
ous wing locations to augment aerodynamic performance.
Furthermore, flaps with various mobility forms have also
been studied, where some flaps were allowed to rotate
freely (i.e. freely-moving flaps), others were attached to
the surface of an airfoil at a static deflection angle, and
some were connected to the airfoil surface via torsional
hinges[6, 7, 8, 9]. Despite the different structural and
mobility forms of the covert-inspired flaps, most studies
confirmed that the flaps improve lift, especially at post-
stall angles of attack. Two main flow control mechanisms
have been identified for the coverts-inspired flaps to ex-
plain their aerodynamic benefits. The first mechanism
is the “pressure dam” effect, which means that the flap
acts as a dam to prevent reverse flow from advancing to-
wards the leading edge of the airfoil, thus maintaining a
lower suction pressure upstream of the flap as shown in
the streamlines and vorticity contours in Fig. 1b & 1c
[10, 11, 12]. The pressure dam effect was prominent in
studies with both static and dynamic flaps; however, for
some dynamic flaps, particularly torsionally hinged flaps,
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the pressure dam effect was accompanied by interaction
with the vortex shedding processes [9]. This flap-vortex
interaction represents the second flow control mechanism,
and it was shown in a study by Nair and Goza [9]. In
their study, the dynamic flaps obtain the largest lift ben-
efits when the flap deflection is in phase with the vortex
shedding. The flaps constructively interact with the lift-
producing leading edge vortex (LEV) by allowing it to
advect downstream with minimal resistance while coun-
tering the trailing edge vortex (TEV) and TEV-induced
reverse flow by preventing it from propagating upstream,
thus obtaining maximum lift benefits. However, this was
only done numerically, and at a low Reynolds number
(Re = 1000) that is characterized by significant regions
of laminar flow and prone to early flow separation and
vortex shedding due to the inability of the lower momen-
tum flow to overcome the adverse pressure gradient aft of
the point of maximum thickness.

This work expands on these studies by experimentally an-
alyzing the physics of coverts-inspired torsionally hinged
flaps at a higher Reynolds number (Re = 2 x 10°) which is
relevant to both birds and sUAVs. This specific configura-
tion was chosen since it is a more accurate representation
of the coverts feathers compared to both the static and
freely moving flaps. More specifically, using wind tunnel
experiments, we measured the aerodynamic forces, flap
deflection angles, and the flow field of a NACA 2414 air-
foil with a passively deployable, torsionally hinged covert-
inspired flap. The flap was mounted on the suction side
of the airfoil and experiments were conducted at a post-
stall angle of attack of 20°, where significant flow sepa-
ration and vortex shedding are expected. The flap hinge
location Lg (the chord-wise distance of the flap from the
leading edge) was varied (Lg = 70%c, 50%c, and 20%c).
We also varied the moment of inertia of the flap, Ig and
the stiffness of the torsional spring representing the hinge,
Kpg. These parameters were non-dimensionalized using
flow properties, such as,

. _ 1s Kp Lg

g = pr47 kg = ,OngoC? lg = c (1)
Here, the reference length scale is the airfoil chord ¢, ve-
locity scale is the freestream velocity Uy, and reference
density is the fluid density ps; ig, kg and lg are the non-
dimensional counterparts of Iz, Kg and Lg. In this work,
the parameter /g is reported as percentage of chord length
from the leading edge.

The flap near the trailing edge (70%c) was found to be
the most effective at improving lift post-stall with im-
provements up to 12% compared to the baseline flap-less
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Figure 1: a) Upper wing coverts deploying in flight[5]. b) and c) Vorticity contours at Re=1000 for NACA2414 airfoil
for the flap-less and flapped cases, respectively showing the pressure dam effect[12]. d) Contour plot of lift improvement
percentage compared to the flap-less baseline at 70%c with respect to both stiffness and inertia. e) The time history of
the lift coefficient for the flap-less and flapped cases with the highest lift improvement for both the low inertia and high
inertia flap at Re =2 x 10°. f) The power spectral density (PSD) of the lift coefficient for the flap-less and flapped cases
for both the low inertia and high inertia flaps with the highest lift improvement at Re =2 x 10°.

airfoil. At this location, the lower inertia flap is more
effective at improving lift. Moreover, as the hinge stiff-
ness increases, the lift improvement is found to increase
as shown in Fig. 1d. The lift time signals of the case with
the highest lift improvement for both the high and low in-
ertia flaps are examined to understand the mechanism by
which the flap improves lift. The highest lift-improvement
case (i.e. the lower inertia flap) maintained the same vor-
tex shedding frequency, non-dimensionalized and shown
as Strouhal number, as the baseline flap-less case (Fig.
1f). On the other hand, the high inertia flap seems to
remove this vortex shedding frequency, as shown by the
lack of a peak in the power spectral density (Fig. 1f). Ad-
ditionally, the fluctuations of the airfoil lift signal seem to
decrease when the high inertia flap is deployed compared
to the baseline and low inertia flap cases, as shown in Fig.
le. In this work, we will also include recent flow field
measurements of the airfoil with the flap at the location,
stiffness, and inertia that show the lift improvements to
better understand the flow physics involved behind the lift
benefits observed and compare these to the baseline case
and the previously reported numerical results at the lower
Reynolds numbers [9, 12]. Using planar time-resolved par-
ticle image velocimetry, we will report the fluid-structure
interactions that govern the flow physics and flap dynam-
ics, and how they play a role in providing aerodynamic
benefits.
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1 Introduction

Synthetic jets actuators (SJA) have been extensively stud-
ied for the purpose of controlling many different types of
aerodynamic flows [1]. Their appeal comes from the fact
that they are an active flow control device that can add mo-
mentum to the surrounding flow field without a net addition
of mass. To generate this zero-net-mas-flux jet the driver
draws external fluid into a cavity during the suction phase
and then expels that fluid back out of the orifice during the
blowing phase. The periodic expulsion of fluid by the actu-
ator leads to the rapid formation of vortex rings which travel
away from the orifice carrying the momentum introduced by
the actuator outstorke. A vortex ring is formed with every
actuation cycle, sometimes at a rate of thousands per sec-
ond resulting in a train of vortex rings which constitute the
early jet. As a result, vortex dynamics plays a critical role
in not only establishing the synthetic jet flow, but also the
interaction and evolution with an external cross-flow.

Not surprisingly the shape of the SJA orifice plays a criti-
cal role in formation and evolution of train of vortex rings.
Pitched orifices have been specifically shown to produce
vortex rings which have stronger circulation at the acute
edge of the orifice than at the obtuse edge [2].

The interaction of a cross-flow with a synthetic jet issuing
normal to the local surface can dramatically alter the vortex
formation and distribution of circulation as well. Specif-
ically, the vorticity generated on the upstream side of the
orifice is of opposite sign of to the vorticity in the viscous
boundary layer which results in the attenuation of the circu-
lation along this edge. Simultaneously, the circulation along
the downstream side of the orifice is strengthened by the
cross-flow interaction, since the viscous boundary layer car-
ries vorticity with the same sign.

Thus when an orifice is pitched in the downstream direction
with respect to the cross-flow, the two modifying effects on
the vortex circulation strength discussed above are in com-
petition. On one hand, the interaction will cause vortex rings
to form with lower circulation strength on the upstream side
of the ring than on the downstream section, due to the ro-
tational sign of the vorticity in the boundary layer. On the
other hand, pitching the orifice downstream has the opposite
effect, which is the enhancement of the circulation strength

! This work was supported by the National Science Foundation Graduate
Research Fellowship Program under Grant No. (DGE 1144083).
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Piezoelectric Disk

Figure 1: Side, cross-section view of SJA installed in
boundary layer plate.

of the upstream or acute edge of the orifice. Therefore, a
balance exists which is governed by the orifice pitch angle
and the relative characteristics of the cross-flow (i.e., blow-
ing ratio and boundary layer profile).

This means that wall attached vortices with different rota-
tional sense can develop through the interaction of a syn-
thetic jet with a cross-flow solely by altering the pitch angle
of the the SJA orifice relative to the cross-flow direction.
In this study the three-dimensional coherent vortex dynam-
ics are experimentally investigated for two rectangular SJAs
at pitch angles of o =90° and 45° as they interact with a
canonical zero-pressure-gradient turbulent boundary layer.

2 Methods

The experiments were carried out within the low-speed wind
tunnel at the University of Colorado Boulder. A boundary
layer plate with a development length of 3.4 m was installed
0.31 m off of the test section floor and spanned the full width
of the test section. The flow was tripped using a 0.0254 m
wide strip of 36 grit distributed sand grain roughness in-
stalled 0.19 m downstream from the leading edge on the top
surface of the boundary layer pate.

The SJA module was installed 1.62 m downstream from the
leading edge of the boundary layer plate on the centerline of
the plate in the transverse or z-direction. Figure 1 presents
a simplified schematic of the SJA cavity and orifice orien-
tation relative to the cross-flow. Numerous orifice config-
urations were evaluated as part of the experimental cam-
paign, however the two primarily discussed here are rectan-
gular orifices with an aspect ratio AR = 18 (h = 0.001 m)
aligned with the minor axis parallel to the cross-flow di-
rection (8 = 0°) at pitch angles of o = 90° referred to as
the “wall-normal orifice” and o = 45° referred to as the
“pitched orifice”. For all experiments the volumetric flux
out of the synthetic jets were matched by matching the me-
chanical stroke-length of the piezoelectric disk through ex-
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perimental measurements of the disk displacement in time
with a Polytec PDV 100 laser vibrometer. The average
blowing velocity, U,, was measured for the wall-normal ori-
fice using a Dantec Dynamics miniature single-component
hotwire probe with an A.A. Lab Systems AN-1003 constant-
temperature anemometer system. Through matching the
mechanical stroke length, the volumetric flux and thus av-
erage blowing velocity for the pitched orifice was assumed
consistent with that of the wall-normal orifice. For the ex-
periments discussed the blowing ratio was C, = U, /U, = 1
where the boundary layer edge velocity was U, = 12 m/s.

Volumetric reconstructions of the coherent vortical motions
were carried out through the collection of three-component,
two-dimensional velocity fields using a stereoscopic parti-
cle image velocimetry (SPIV) system from LaVision Inc.
Twenty five SPIV measurement planes were collected across
half of the orifice width (0 mm < z < 12 mm) at a spacing of
Az = 0.5 mm. The results were then mirrored to produce the
full volume at four distinct phase angles in the synthetic jet
actuation cycle: ¢ =90°, 180°, 270°, and 360°. For each of
these cases, 250 instantaneous phase-locked velocity fields
were collected and ensemble averaged. For additional de-
tails related to the experiment and discussion of the results
see Straccia and Farnsworth [3].

3 Results & Conclusions

The baseline (no actuation) flow conditions and boundary
layer shape were characterized both using SPIV and hot-
wire anemometry at multiple locations within the synthetic
jet turbulent boundary layer interaction region. For the cross
flow speed of U, = 12 m/s the boundary layer was found to
exhibit the expected behavior for a canonical zero-pressure-
gradient turbulent boundary layer [4]. More specifically, the
boundary layer had a measured thickness of 6 = 29.5 mm
and a measured shape factor of H = 1.40 at a friction veloc-
ity Reynolds number of Re; = 837 (or a momentum thick-
ness based Reynolds number of Reg = 1780).

Evaluating the interaction of the wall-normal orifice SJA
with the turbulent boundary layer cross-flow it is indeed
found that circulation strength of the upstream side of the
initial vortex ring is diminished while downstream side is
strengthened. When the jet and free-stream velocities are
matched, Cp, = 1, the weak upstream side of the ring quickly
decays, and the downstream flow field is dominated by a
train of vortices which rotated clockwise in the spanwise di-
rection as pictured in Figure 2. While the initial vortex struc-
ture is connected to the wall through legs which branched off
from the primary vortex, downstream a new topology devel-
ops in the form of hairpin vortices which are connected to
each other via their legs.

Pitching a spanwise-oriented orifice downstream has the op-
posite effect on the circulation strength of the vortex ring as
the cross-flow did. Namely, the upstream side of the vor-
tex ring becomes stronger and the downstream side weaker.
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by spanwise vorticity in the o0 = 90°, = 0° jet at ¢ = 360°
showing the train of hairpin vortices.
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Figure 3: Isosurfaces of phased-locked A.; = 0.3 coloured
by spanwise vorticity in the oc = 45°, B = 0° jet at ¢ = 90°
showing the train of arch-shaped vortices.

This results in the formation of a train of arch-shaped vor-
tices with a counter-clockwise rotational sense (i.e. oppo-
site to the sign of vorticity in the mean turbulent boundary
layer) as pictured in Figure 3. In contrast with the hairpin
vortices, the arch-shaped vortices remain connected to the
wall as they advect downstream.

A clear difference in the advection speed between the trains
of hairpin and arch-shaped vortices is visually apparent
when directly comparing Figures 2 and 3. The coupling of
the hairpin vortices with the image system below the surface
slows their advection downstream, whereas the arch-shaped
vortices are accelerated downstream by their interactions
with the wall, increasing their spacing relative to the hair-
pin system. It is also worth noting that the wall-normal SJA
induces mixing which transports low momentum fluid off of
the wall depositing into a roughly circular wake higher up in
the boundary layer. Off of the jet centerline though the vor-
tical structures recirculate high momentum fluid towards the
wall, accelerating the fluid there. Alternatively, the pitched
SJA accelerates a thick layer of fluid near the wall through
direct momentum injection by the train of arch-shaped vor-
tices. Although a layer of fluid higher in the cross-flow was
decelerated slightly by the pitched SJA, no localized wake
is measured.
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1 Introduction

Vortex dominated flows that involve fluid-structure interac-
tion (FSI) between a compliant aerodynamic body and a
surrounding flow provide both a hotbed of rich dynamics
as well as a possible pathway for tuning the compliance of
the structure to yield desirable changes to aerodynamic per-
formance relative to a rigid aerodynamic body. We focus
here on FSI dynamics involving a class of compliant struc-
tures referred to as phononic materials. These structures
have a designed micro-structure which yields frequency de-
pendent dynamics [1], making them natural candidates for
passive, adaptive control of frequency-dominated flows. In-
deed, studies have demonstrated a potential for phononic
materials to modify the transition process of a wall-bounded
flow [2, 3]. For the aerodynamic flows of interest here,
phononic materials have been demonstrated to increase the
mean lift on a flat plate (compared with a rigid plate) by as
much as ~ 25% [4].

We use high-fidelity simulations to investigate the fluid-
structure interactions involving an oncoming flow at a
Reynolds number of Re = 500 and an aerodynamic body
at a 15° angle of attack integrated with a phononic material.
We consider two configurations: one where the body is a flat
plate whose entire extent is comprised of a bi-layer phononic
material, and the other where the body is an airfoil with a
compliant section along the suction surface that is embed-
ded with a phononic material subsurface. We describe the
dimensionless parameters used to meaningfully traverse the
parametric space, and indicate the nature of some of the re-
sults obtained for these configurations.

2 Results

We present in figure 1 a set of schematics for the two con-
figurations considered. In the first configuration the entire
plate is modeled as a bi-layer Euler Bernoulli beam, and in
the second the phononic material is modeled as a diatomic
spring-mass chain within the subsurface of a compliant por-
tion of the airfoil.

The governing dimensionless parameters used to describe

I'This work was supported by AFOSR under grant number FA9550-21-
1-0182.
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Figure 1: Schematics of the two phononic material config-
urations considered in this work.

the system, apart from the Reynolds number and angle of
attack, are M, K, k, = ],z , My = nmé = l;‘ Here k, and m,
are the corresponding stlffness and mass ratios between the
2 rods of a unit cell, where k;, j=1,2is E;I, j = 1,2 for
the beam configuration and is the stiffness value associated
with spring j, j = 1,2 in the second configuration. Similarly,
mj, j=1,21s p;h, j = 1,2 where h is the beam thickness
for the beam configuration and is the mass value associated
with spring j, j = 1,2 in the second configuration. The ratio
l” is the ratio between a single unit cell and the characteris-
tlc body length (I, = I, for the flat plate, and [, = [, for the
airfoil). M, K are the eqmvalent uniform-property structure-
to-fluid mass ratio and stiffness ratio, respectively, of the
phononic material. The computation of these parameters is
described in more detail in Balasubramanian et al. [4], and
involves first identifying the ratio M /K of a uniform struc-
ture that has the same leading natural frequency as that of
the phononic structure, then using a load test to unpack M
and K separately by matching the amplitude of the response
between the phononic and effective uniform structure. We
demonstrated in Balasubramanian et al. [4] that for a fixed
M, K, the global structural dynamics (encoded in the dis-
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persion behavior) are largely unchanged despite changes by
orders of magnitude in the phononic material parameters,
ky, m,, and [, encode material nonuniformity. These pa-
rameters thus provide a means by which to systematically
study the fluid-structure interplay: M and K may be chosen
to align representative structural frequencies relative to the
frequency of the underlying vortex shedding process in the
reference (rigid body) case. For fixed values of these param-
eters, m,, k,, and [, may be varied to assess how phononic
behaviors such as band gaps alter the dynamics relative to
the uniform material case.

To illustrate the nature of the FSI behavior, we show in fig-
ure 2 features of the dynamics for the flat plate configuration
that arise from selecting M and K so that the second struc-
tural natural frequency is near the reference vortex shed-
ding frequency of the baseline rigid case. The lift history
(a) demonstrates a beating phenomenon (red curve, c.f., the
rigid body dynamics in black), and the associated spectral
density plot (b) demonstrates that this behavior is largely
driven by dynamics at the vortex shedding frequency and its
harmonic. A snapshot of the vorticity (c) hints at a possi-
ble reason for the appearance of the harmonic: the higher
wavenumber deformation produces new vortex structures at
higher spatial frequency than the reference case. The figure
also demonstrates that this behavior of two dominant fre-
quencies occurring at the shedding frequency and its har-
monic were seen for all phononic material configurations
considered (d).

3 Conclusion

We computed the fluid-structure interaction between an
aerodynamic body equipped with a phononic material at a
15° angle of attack and an oncoming flow at a Reynolds
number of Re = 500. We characterized the FSI dynamics
by writing the governing dimensionless parameters in terms
of an effective mass and stiffness of an analogous uniform
structure along with stiffness and mass ratios that convey the
departure from material uniformity. For illustration, we also
provided a brief description of one of the behavioral regimes
found for the flat plate configuration, where the effective
uniform properties are chosen so that the second structural
natural frequency aligns with (or is near) the vortex shedding
frequency associated with the rigid flat plate. In this regime,
the dynamics exhibit a beating behavior reflective of domi-
nant FSI at the baseline shedding frequency and a signature
at the harmonic frequency that arises from the higher mode
spatial shape of the structural deformations. More details on
many of these results can be found in found in Balasubrama-
nian et al. [4]. We have also submitted an AIAA Aviation
abstract and have two articles in preparation on these top-
ics. The DisCoVor presentation will be a synthesis of these
related efforts.
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1 Introduction

This research investigates the energy extraction potential be-
tween oscillating foils based on the leading foil kinematics
and the wake of a two-tandem foil array. Although com-
monly used in propulsive applications, oscillating foils can
also extract energy from flow by tuning kinematic param-
eters, namely oscillating frequency, heave and pitch ampli-
tude [1]. Unlike a traditional horizontal-axis turbine, the
wake produced by an oscillating foil contains a nearly two-
dimensional structured pattern of shed vortices that is di-
rectly correlated with the foil kinematics. In a two-turbine
array, energy extraction potential differs between leading
and trailing devices due to the reduced velocity downstream
of the leading turbine. To design the control laws for foil-
array performance optimization, it is important to quantify
the impact of the wake and the oncoming unsteady vortices
on the performance of a trailing foil as a function of flow
conditions and foil kinematics.

When two foils are placed in a tandem array configuration
and the same flapping kinematics for both foils are consid-
ered, two parameters dictate the parameter space, namely
the inter-foil phase and the inter-foil spacing. Numerical
and experimental work show that these two parameters can
affect array performance due to the different wake-foil inter-
actions [2,3]. To establish a relationship between the trailing
foil motion and the wake from the leading foil, Kinsey and
Dumas [3] defined a global phase parameter where it is as-
sumed the wake is convecting with the freestream velocity.
By quantifying the mean wake velocity from various lead-
ing foil kinematics, Ribeiro et al. [2] updated this definition
as a wake phase parameter.

In a two-turbine array, the interaction between the unsteady
wake vortices and trailing foil can increase or decrease the
energy extraction potential depending on the timing of the
vortex-foil interaction [4]. The proposed analysis decom-
poses the wake into a mean velocity field and an unsteady
component to evaluate the energy extraction potential of the
trailing foil compared to the leading foil. The resulting anal-
ysis of correlating the energy available between foils with
the wake provides input to predictive wake-foil interaction
models for energy harvesting.

IThis work was supported by the National Science Foundation under
Grant No. 1921594
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2 Methods

This research is performed through numerical simulations
of two-turbine arrays that computationally solve the incom-
pressible Navier-Stokes equations at Reynolds number 1000
using OpenFOAM.

The two-foil array schematic in Figure 1 highlights the foil
kinematics, the inter-foil spacing, Sy and swept area, Y),.
Since the oncoming flow velocity is different for foil 1 (lead-
ing foil) and foil 2 (trailing foil) due to the wake deficit, a
mean wake velocity, #,,, is defined [2] using the streamwise
wake deficit at x/c = 1, depicted by a dashed line in Figure
1.
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Figure 1: Two-tandem foil array schematic highlighting foil
kinematics, inter-foil spacing and swept area.

A total of 16 unique sets of kinematics are prescribed to an
elliptical foil. A sinusoidal foil motion in pitch and heave is
utilized. Each kinematics is explored at 12 inter-foil phases
sampled in increments of 30° from 0° to 330°, resulting in
192 simulations.

To evaluate foil performance, the total power generated,
P(t), is divided by the power available in the oncoming
mean flow normalized by foil chord length. For foil 1, this
quantity is %pUic. For foil 2, rather than U., the mean
wake velocity is utilized (% pﬁfvc), resulting in the following
definitions for the lead foil and trailing foil,

Pz(q),t)

1 33,7
jpuwc

Cplr) = )

- @)=
3pUZc o)

(€]

where @ is the wake phase which determines the timing of
the second foil with respect to the spacing Sy, 4, and inter-
foil phase.
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Normalizing power by incorporating mean wake velocity
enables a more direct comparison between the energy ex-
tracted by foil 1 and foil 2. This comparison can be quanti-
fied by the difference in performance between foils, defined
as AC,,(®,1). The difference between the two power profiles
represents the effect on the trailing foil performance due to
the unsteadiness within the wake between the two foils. Due
to the timing of the unsteady wake-foil interactions, AC), is
strongly dependent on &, and can also be analyzed through-
out the cycle as a function of non-dimensional time, #/7,
where T stands for the cycle period.

3 Results

Depending on the foil kinematics and wake phase, the in-
stantaneous power generated from the trailing foil can be
higher or lower than the leading foil as illustrated by Figure
2.

=
[N

- —Foil 1: C,
£ 09 —Foil 2: C)
& 06
L «
303
g 0 - ~N
E \/
A 0.3 ® = 150° = (°
-0.6
0 01 02 03 04 05 0 01 02 03 04 05
t/T t/T

/ ",§\o"‘ .\'

Figure 2: Power coefficient C;, and C;) for the foil kine-
matics f¢/U. = 0.12;h, = 1.00;6, = 55° at wake phases
@ = 150° and ® = 0°. The instantaneous vorticity fields at
the times represented by the black circles are shown at the

bottom row.

The colored region corresponds to the power difference be-
tween foils, AC, (®, ), where yellow and green represent the
instances when the trailing foil’s performance is lower and
higher than the leading foil, respectively. For the kinematics
f¢/Us = 0.12;h, = 1.00;6, = 55° and ® = 0°, the trail-
ing foil is performing worse than the leading foil through-
out the cycle. The largest power difference is observed at
t/T = 0.40, which corresponds to a destructive wake-foil
interaction as illustrated by the instantaneous vorticity field.
At @ = 0°, the trailing foil is oscillating in-sync with the
wake from the leading foil and thus is continuously interact-
ing destructively with the wake vortices, justifying the trail-
ing foil’s lower performance. In contrast, when the trailing
foil is out-of-sync with the wake, which is represented by
a wake phase close to 180°, its performance can follow the
leading foil’s performance throughout time since it is avoid-
ing vortex-foil interactions. This is illustrated by the power
curves and vorticity field at & = 150°.
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At higher pitch amplitudes, the unsteady vortices are
stronger and the trailing foil’s performance dependency with
the wake phase is stronger. This is demonstrated in Figure

3.
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Figure 3: Power coefficient C, and C;, and instantaneous
vorticity fields for the foil kinematics fc/U. = 0.12;h, =
1.00; 6, = 75° at wake phases ® = 250° and ¢ = 100°.

At both wake phases @ = 250° and @ = 100°, the trailing
foil power curves have a larger variation throughout time
compared with those in Figure 2. This is due to stronger
wake vortices interacting with the trailing foil which can
significantly impact the vortex formation as shown by the
vorticity fields. At the selected time ¢/7 = 0.20, the vortex-
foil interaction at @ = 100° is enough to double the power
discrepancy observed at ® = 250°. For kinematics with
high pitch amplitude, the green regions indicating construc-
tive wake-foil interactions are more significant than lower
pitch amplitudes which demonstrates the feasibility of im-
proving the energy extraction potential with the proposed
power analysis.

4 Future Work

The energy extraction in a two-foil system is decomposed
into mean and unsteady components to quantify the energy
extraction potential between oscillating foils. This work is
a step towards a predictive model to quantify the impact of
the wake on trailing foil performance.
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1 Introduction

Cross-flow turbines are able to harness the kinetic energy in
wind, tidal currents, and rivers. Relative to axial-flow tur-
bines, cross-flow turbines, referred to a “vertical-axis” tur-
bines in the wind sector, operate at lower rotation rates, are
insensitive to inflow direction, and may be able to achieve
higher power output per unit area within an array [1]. How-
ever, because cross-flow turbines rotate perpendicular to the
inflow, the blades encounter a continually fluctuating angle
of attack and relative inflow velocity that can lead to the un-
steady, non-linear phenomenon of dynamic stall [2, 3]. For
cross-flow turbines, dynamic stall severity depends on the
ratio of the blade tangential velocity to the inflow velocity
— the dimensionless “tip-speed ratio”. While cross-flow tur-
bine hydrodynamics and performance are functions of both
the blade azimuthal position and the tip-speed ratio, cycle-
to-cycle variability is also observed. This variability is often
implicitly neglected through time- and phase-averaging, but
could arise from a variety of mechanisms — inflow fluctua-
tions, the stochastic nature of dynamic stall, and cycle-to-
cycle hysteresis. An in-depth cycle-to-cycle variation anal-
ysis has not yet been applied to cross-flow turbines. Our ob-
jective is to quantify the extent of cycle-to-cycle variation in
cross-flow turbine performance and flow fields, its sources,
and the relationships between performance and flow field
variability. To do so, we have developed an unsupervised
clustering/PCA pipeline that identifies physically meaning-
ful flow field clusters with differing dynamics relevant to the
dynamic stall process. We are also able to correlate these
flow field clusters with performance and investigate the dif-
ferent sources of variability.

2 Methods

To contextualize experimental flow fields and performance,
it is instructive to begin with a discussion of the kinemat-
ics and dynamic stall theory relevant to the hydrodynamics
of cross-flow turbines. Two key factors which govern the
near-blade hydrodynamics are the angle of attack, o and the
blade-relative incident velocity, U,.;. Both depend on the
blade azimuthal position, 6, and are functions of the non-
dimenstional tip-speed ratio, A = r®/U.., where r is the tur-

I'This work was supported by NAVFAC, NSF GRFP
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bine radius, @ is the rotation rate, and U., is the freestream
velocity. As such the phase, duration, and severity of dy-
namic stall are influenced by A. A decrease in A reduces
[|Upei|| and increases the range of o across 6, which causes
earlier vortex shedding, increased stall severity, and delayed
flow recovery. Severe, or “deep” dynamic stall cases (low
A, large o ranges), are characterized by the formation of
an energetic dynamic stall vortex that is on the order of the
blade thickness. In contrast, any vortex growth in “light”
dynamic stall cases (high A, small o ranges) is prematurely
terminated [4].

Experiments were performed in the Alice C. Tyler Flume at
the University of Washington for a deep dynamic stall case,
A = 1.5. Two-dimensional, phase-locked particle image ve-
locimetry flow fields, obtained inside the turbine swept area,
are examined in concert with simultaneously-captured tur-
bine performance measurements. A schematic of the perfor-
mance measurement setup is shown in Figure la. Because
turbine torque is measured at the center shaft, a one-bladed
turbine is necessary to directly tie performance variations to
the near-blade flow fields (i.e., with a multi-bladed turbine,
the torque contribution from each blade is ambiguous). In
these experiments, we hold @ constant. The hydrodynamic
power produced by the turbine, P, is the product of the hy-
drodynamic torque and ®. This is non-dimensionalized as
the coefficient of performance n = ﬁ where p is fluid
density and L is the blade span. The freestream velocity is
measured upstream of the turbine with an acoustic Doppler
velocimeter.

Before clustering, the flow field data were translated from
the flume reference frame to that of the blade. These rela-
tive velocity fields, CTJ, were then fed into a principle com-
ponent analysis (PCA) preprocessor. The PCA preprocessor
allowed for clustering based on all the dynamics present in
the high-dimensional flow field data set, in an interpretable,
low-dimensional subspace that is weighted by by contribu-
tion to overall velocity variance. The output was then fed
into a hierarchical clustering algorithm that produced two
clusters from 139 cycles in the data set. Each cycle is as-
signed to a cluster, which allows us to conditionally aver-
age the flow fields, as well as correlate clusters with cycle-
specific inflow velocities and performance measurements.
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3 Results

Figure 1 highlights flow field dependence on cluster assign-
ment. The conditionally-averaged difference fields (b. and
c.) highlight the deviation between the cluster conditionally-
averaged fields (phase-average of all cycles in a specific
cluster) and the phase-average of all the cycles (d.). These
fields reveal opposing behaviors between the clusters (i.e.,
regions of lower-than-average velocities in one cluster are
coincident with regions of higher-than-average velocities in
the other and vice versa). This highlights distinctly different
hydrodynamics between the flow field clusters, and indicates
variations in timing and strength of the dynamic stall vortex.
Specifically, cycles assigned to cluster 1 experience earlier
shedding of a potentially stronger dynamic stall vortex.
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Figure 1: (a) schematic of the cross-flow turbine experi-
mental setup, (b-c) cluster conditional difference fields, @/,
and (d) phase-averages, || < ® > ||, for selected 6. The grid
spacing in (b-d) is ¢/4.

Hysteresis and dynamic stall stochasticity may contribute
to variability, but freestream velocity perturbations are the
most explanatory of the observed cycle-to-cycle variation in
both the flow fields and performance. While we cannot com-
pletely disentangle the impacts of freestream velocity per-
turbations and dynamic stall stochasticity on the flow fields,
the cycle-averaged freestream velocities are correlated with
the flow field clusters, as shown in Figure 2a. Cycle-to-cycle
variation in the rotation rate is negligible, so any perturba-
tions in the freestream result in cycle-specific tip-speed ra-
tios that differ from the average. Cluster 1 has higher inflows
on average. As a result, the blade is effectively operating at
a lower tip-speed ratio while also encountering more kinetic
energy in the flow. As shown in Figure 2b-c, cluster 1 has a
higher magnitude performance peak which occurs earlier in
the cycle and a higher time-average, 1], relative to cluster 2.
The earlier performance peak and the earlier and/or stronger
stall for cluster 1 is consistent with the locally lower A op-
eration, but the higher performance observed is inconsistent
with the known trend of lower A correlating with lower peak
and time-averaged performance. This contradiction arises
because the velocity scale used to calculate non-dimensional
performance (the mean of the cubes of all the velocities mea-
sured) does not account for differences in the inflow kinetic
energy for the clusters. For cluster 1, this unaccounted for
increase in inflow kinetic energy obscures the detrimental
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impacts expected for a lower cycle-specific tip-speed ratio.

[ cluster 1

0.15 0.16

50 100 150
6° N

Figure 2: (a) Histogram of cycle-averaged freestream ve-
locities conditional on flow field cluster, written as: Us|®.
(b) Individual coefficient of performance trajectories at the
peak conditional by cluster, written as: N¢. (c) Histograms
of time-averaged coefficient of performance conditional on
cluster, written as: M.

4 Conclusion

In this work, the extent and a source of cycle-to-cycle vari-
ability are explored experimentally using near-blade flow
fields and performance metrics for a deep dynamic stall
case, A = 1.5. The flow field clustering technique devel-
oped for this purpose identifies cycle-to-cycle variations and
highlights correlations between performance and flow field
variability. We observe physically meaningful clusters rep-
resenting a series of distinct flow field evolutions. These
clusters reveal variations in timing and strength of the dy-
namic stall process, and are correlated with performance.
Specifically, we show that the severity of dynamic stall, at
a prescribed rotation rate, is correlated with perturbations in
the inflow velocity, which also explains an apparent contra-
diction between cycle-to-cycle performance variations and
global performance trends with tip-speed ratio. Overall,
the flow field clustering technique contributes to our under-
standing of the sources of performance and flow field vari-
ability of cross-flow turbines, as well as providing a com-
prehensive picture of the phase-varying hydrodynamics.
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1 Introduction

Flapping foil-based energy harvesters are a type of un-
conventional concepts for air/water flow-energy harvesting.
Compared to conventional rotary turbines, they have many
advantages, such as having low cut-in speeds, better filling
factor, scalable, operable in shallow water and environmen-
tally friendly. From the practical perspective, this type of
harvesters is usually arranged in arrays, so as to make the
best from the flow at selected sites as well as to save the
operation and maintenance costs. As the simplest config-
uration of harvester arrays, two-foil systems, especially ar-
ranged in tandem, are usually chosen to study the detailed
foil-foil or wake-foil interactions and their influence on re-
sulting energy harvesting.

Here we studied the interaction of two fully passive flapping
foils arranged in tandem. Initially proposed by Platzer et al.
(2009), each of the foil is able to do 2 degrees-of-freedom
(DOFs) flapping motions in a uniform water flow by utiliz-
ing a group of heaving and pitching limiters to achieve con-
tinuous flapping motions. If two such foils are arranged in
tandem, the total 4 DOFs in the system could generate very
rich dynamics that makes impacts on the resulting energy
harvesting performance, which motives the present study.

Both experimental and computational investigations were
conducted. The experimental work was conducted in a wa-
ter channel. The test rig is schematically shown in Fig. 1.
Each foil system is equipped with a flat foil of chord ¢ = 140
mm, span 200 mm, and mass 0.25 kg, which is mounted
underneath a heaving platform through a long shaft located
at 0.6¢ from the foil’s leading edge (see Fig. 1(a)). Driven
by a water flow of speed U, = 0.62 m/s (corresponding to
a chord-based Reynolds number 8.7 x 10%), the foil can un-
dergo both heaving and pitching motions. The ranges of
these two motions can be pre-set by adjusting the heaving
and pitching limiters, as depicted in Fig 1(b). CFD simula-
tions were also concurrently conducted using ANSYS Flu-
ent to provide complementing data.

2 Results

The dynamics and energy harvesting performance of a
single-foil system has been systematically studied in our

! This work was supported by Natural Science Foundation of Guang-
dong Province (Project No. 2021A1515010337) and partially supported by
Natural Science Foundation of China (Project No. 91952107)
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Figure 1: Schematics of the water-channel test rig for fully
passive flapping foils arranged in tandem.

previous works (Mumtaz Qadri et al. 2020; Zhao et al.
2021). When two foils are placed in tandem, their initial
states including the position and orientation may influence
the dynamics of both foils. To study this influence, these
two foils were separated by a distance of L = 2¢ and simul-
taneously released with eight different initial states. It was
found that, regardless the initial state, the two foils can al-
ways reach the same final state: nearly anti-phase motions,
i.e., the phase shift @ ~ 7. This independence on the ini-
tial states was also confirmed at other tandem distances. It
was further found that, independent of the initial state, the
final phase difference ¢ between the tandem foils varies al-
most linearly with the distance L, as revealed by the data
presented in Fig. 2. This implicates that the aft foil can be
“captured” by the wake of the fore foil, leading to a phase
difference ¢ that is independent of the initial phases.

The wake capture is evidenced by the y-velocity contours
during the aft foil’s upstroke shown in Fig. 3. In the L =2¢
case, it is seen from Figs. 3(c2) to (c4) that a leading-edge
vortex (LEV) shed from the fore foil convects towards the
aft foil when the latter heaves up to cross the channel’s cen-
terline with its maximum allowed pitching angle. This con-
vecting LEV induces a stronger upward flow just upstream
of the aft foil, pushing the aft foil in its heaving direction.
The same is also observed in the L = 4c¢ case, as evidenced
in Figs. 3(d2) to (d4). These observations reveal that the
kinematics of the aft foil is modulated and eventually locked
up by the LEV generated by the fore foil. As such, the phase

Adjustable bolts
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Figure 2: Variation of the steady-state phase difference be-
tween the two foils against the tandem distance.
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Figure 3: Evolution of flow fields near the flapping foils.

of the aft foil at the steady state is independent of its initial
state. Instead, it is mainly related to the tandem distance L,
through which the fore foil’s LEV propagates.

Due to the extremely short tandem distance, the L = ¢ case
(Fig. 3(b)) shows different wake-foil interaction from the
other two cases. In this case, in addition to the LEV gen-
erated from the fore foil, a high-momentum flow “ejected”
from the fore foil through its fast anti-clockwise rotation
also contributes to the lock-up of the aft foil.

As the tandem distance is relatively small, i.e., L < 3c, the
fore foil’s dynamics can be affected by the aft foil. This in-
teraction affects not only the dynamics but also the power
extraction performance of both foils. Fig. 4 shows the over-
all power coefficients. It reveals that the fore foil is able to
extract the maximum mean heaving power of Eph =0.223
when the two foils are closest, i.e., L = c. C,j, quickly re-
duces with the tandem distance, reaching its minimum value
0.177 at L = 2c. As for the mean pitching power C g, it
monotonically increases with the tandem distance from its
minimum value 0.022 at L = ¢ and gradually approaches
to the value of the single foil. Since the variation in C,y,
is larger than that in C,g, their summation, the mean total
power C,, shows a similar variation trend with C,,.

Influenced by the fore foil’s wake, the aft foil is able to ex-
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Figure 4: Power extraction performance of the two-foil sys-
tem at different tandem distances.

tract in average 10.4% more heaving power C,;, than the
single foil. This wake-foil interaction benefit could be more
significant for the pitching power. With the smallest tan-
dem distance, i.e., L = c, the aft foil can extract about twice
the pitching power 6,,9 of the single foil. When the two
foils are sufficiently far from each other, i.e., L > 3c, the
aft foil’s pitching power extraction achieves a stable perfor-
mance, which is about 20% more than the single foil. As
such, the mean total power 6,, for the aft foil is in aver-
age about 15.2% larger than the single foil and the fore foil,
showing a similar variation trend as fpg.

The power conversion efficiency for both foils, 7, follows
similar trends of the respective 6,,, as shown in Fig. 4(b).
The maximum efficiency 19.6% is achieved by the aft foil at
L = ¢, whereas the minimum efficiency 15.9% is achieved
by the fore foil at L = 2¢. By adding the efficiencies of both
foils, the total efficiency is in average 1% higher than twice
the single foil’s efficiency. The maximum total efficiency of
36.8% is achieved at L = c, the shortest tandem distance the
two foils can be arranged.

3 Conclusion

We investigated the dynamics and energy harvesting perfor-
mance of two fully passive flapping foil arranged in tandem.
It was found that through the wake-foil interaction, the aft
foil can be modulated and locked by the LEV generated by
the flapping fore foil. The two foils can influence each other
when L < 3c. The two foils can collectively achieve the best
efficiency of 36.8% at L = ¢, more than the doubled value
(33.4%) of the single foil’s efficiency. More detailed results
will be presented in the talk.
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1 Introduction

Several experimental and numerical studies [1-8] with
canonical models of flapping have overwhelmingly reported
chaotic transitions at high dynamic plunge velocities (k2 >
1.9). In this parametric regime, despite the harmonic mo-
tion of the flapping foil, lift and thrust become aperiodic
or fully chaotic. Aero(hydro)dynamic load generation in
such regimes is inherently dictated by strong flow-separation
and unsteady vortices’ interactions in the near-field. It
must however be noted that most previous studies consid-
ered fully actuated rigid flapping wing systems. Aperi-
odic flow is not desirable for flight platforms as this leads
to unpredictability in the long-term behaviour of the fluid
forces [5-7]. Furthermore, it is also not expected in natural
and artificial flapping-wing flyers to exhibit chaos or aperi-
odicity, despite the observations made in the literature with
canonical flapping models. The important question here is,
what possible mechanisms could be responsible to prevent
transition to aperiodicity/chaos in biological or bio-inspired
flights, while such transitions seem unavoidable due to the
complex interactions of the flow-field vortices [5—8] at cer-
tain parametric regimes. The current study will show that
one of the likely mechanisms comes from the favourable ef-
fects of the passive movements of wings/fins. Passive dy-
namics was reported to play an important role in tuning the
oscillation profile as well modifying/regularizing the flow-
field/loads in earlier studies [9-11], though its role in in-
hibiting aperiodicity/chaos was not investigated. The two-
way fluid-structure interaction effects associated with pas-
sive oscillations could be potentially instrumental is altering
the leading-edge vortex (LEV) separation behaviour, which
is one of the main agencies of aperiodicity, and thus possi-
bly modify the dynamical transitions significantly to ensure
a more regular flow-field.

2 Results

We considered a pitching-plunging flapping foil to investi-
gate the effects of passive pitching on the fluid forces and
dynamical states. Numerical simulations were performed
using an in-house flow solver [6] considering an actively
plunging-passively pitching (AP-PP) case. The results of
the AP-PP foil were then compared with those of an actively
plunging-actively pitching (AP-AP) foil, i.e. a fully actuated
case. For the AP-PP foil, a harmonic plunging actuation
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was provided at the leading-edge, and along with that, the
foil was allowed to freely oscillate in the pitch degree-of-
freedom with the leading-edge being the pivot point. In the
case of fully active situation, the foil was made to follow a
set of pre-defined harmonic kinematics in both plunge and
pitch directions. The amplitude, frequency and phase-offset
of the active pitching was taken from the outcome of the AP-
PP simulations. This equivalence was maintained to enable
a suitable comparison between the AP-PP and AP-AP cases.

In comparison to the fully actuated foil, aperiodic transition
was absent even at high k4 when passive oscillations were
allowed. Aerodynamic loads for the passive configuration
exhibited perfect periodic signature (perfect close-loop or-
bits in C;, — Cp phase portrait) across the tested range of
kh (figures la-c). In comparison, a ‘quasi-periodic like’
toroidal band was seen at k4 = 3.0 (figure 1f) for the equiv-
alent fully active case, signifying the lack of periodicity for
AP-AP. In contrary to earlier literature [5—8] which reported
the aperiodic transition to occur for kh > 1.5, the present re-
sults with passive pitching revealed an absence of such tran-
sition even at significantly high xh of 3.0.

As reported in the earlier literature [5-8], aperiodic growth
of strong LEVs and the subsequent vortex interactions are
responsible for triggering aperiodicity/chaos in the flow-
field. Present study revealed that these flow features were ei-
ther absent or very weak/attached to the body for the AP-PP
foil (figures la-c). Although weak LEVs were seen at high
kh = 3.0 (figure 1c), they remained attached to the body
and could not undergo any interactions with the trailing-
edge vortices (TEV). Hence, there were no obvious aperi-
odic agencies (such as aperiodic growth of LEVs and LEV-
TEV interactions) present in the flow-field. Although the
flow-field of the AP-PP and AP-AP cases looked very sim-
ilar for kh = 1.0 and 2.0 (figure 1), noticeable differences
were seen for kh = 3.0 (see figures 1c and 1f)). The primary
LEV for the AP-AP foil was stronger (the circulation values
should be noted in the figure), which approached the regime
of aperiodicity [8]. These observations indicated that the
delay/inhibition of aperiodic transition could be attributed
to the absence of separation of strong LEVs in AP-PP foil.

3 Discussion

Aperiodic transition in the flow-field has been found to be
significantly delayed/inhibited due to passive dynamics even
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Figure 1: Near-field vorticity contours at a typical time instant of #/7 = 50.0 when the foil completed the upstroke and about to commence
downstroke in a typical flapping cycle. I" indicates the strength of LEV in terms of its circulation. SV: secondary vortex. Inset box in each
of the frames represents the corresponding C;, — Cp phase portrait. (a - c¢) actively plunging-passively pitching and (d - f) actively plunging-

actively pitching foil at different x4 values.

at high amplitude-frequency kinematic ranges where aperi-
odic transition was observed in fully actuated foils. Passive
pitching was able to modulate the flapping foil’s movement
in such a way that the leading-edge motion led the trailing-
edge, and helped the foil “slice through” the incoming free
stream so as to maintain a lower effective angle-of-attack
throughout the stroke. This resulted in the attenuation of the
LEV. Absence of aperiodic triggers such as separation of
strong LEVs kept the wake periodic, thereby chaotic transi-
tion was averted. The favourable effects of passive dynamics
will be further presented in terms of quantitative measures to
capture the foil’s orientation relative to the oncoming flow as
well as the effective angle-of-attack. Notably, periodic dy-
namics through the introduction of passive oscillation did
come at the cost of a reduction in load amplitudes, posing
design challenges to balance the trade-off between the two.
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1 Introduction

Mammalian fliers, such as flying squirrels and bats, are
known for their use of extensible membranes for gliding
and flight. These membrane wings adapt their shape pas-
sively to unsteady flow conditions, enabling several aero-
dynamic advantages over rigid wings. Recent studies have
identified these advantages to be related to the onset of fluid-
membrane oscillations, which enhance the mean lift coeffi-
cient in both steady and unsteady flow conditions [1].

In pursuit of a theoretical model to evaluate these benefits,
our recent work [2] develops a theoretical framework to pre-
dict the lift and dynamic response of a membrane airfoil to
unsteady flow conditions. An extensible membrane wing
model is applied under the assumptions of small camber
and constant membrane tension, and the aerodynamic load
on the airfoil is obtained using unsteady thin airfoil theory,
which permits the analysis of vertical gust encounters or pre-
scribed flapping motions.

The present work extends this study to predict the unsteady
pitching moment of a flapping membrane wing. We derive
closed-form expressions for the moment coefficient and es-
tablish its role in the unsteady aerodynamic performance of
heaving membrane wings. Implications of these results are
discussed in relation to the propulsion potential of passively
pitching membrane wings in prescribed heaving motions.

2 Methodology

We consider an extensible membrane airfoil of thickness /
and density p,,, which is held by simple supports at a dis-
tance 2b from one edge to the other. The membrane is im-
mersed in a uniform and inviscid incompressible freestream
of density p and speed U, and undergoes a harmonic heave
motion A(r) (see figure 1). Assuming small deformations
of the membrane, |y,| < 1, the nondimensional membrane
dynamic equation is

e))

where i = p,ii/pc is the membrane mass ratio, Cr is the
tension coefficient, and AC), is the aerodynamic load on the
membrane. The variables b,b/U, %pU2, and pU?b are used
here as the units of length, time, pressure, and force (per unit
span).

4“ Y = 2Cr Yax + AC[I?

I'This work was partially supported by the National Science Foundation
under award 1846852.
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Figure 1: Schematic description of the problem: a com-
pliant membrane wing deforms during the downstroke of a
prescribed harmonic heaving motion.

The solution of the dynamic equation is obtained by ex-
pressing the membrane slope, yy, as a Fourier cosine se-
ries expansion, following the method utilized by Nielsen [3]
for a static membrane wing and augmenting it with time-
dependent Fourier coefficients

o

(1,8) = %Fo(z) + Y F(t)cosne,

n=1

@

where the coordinate transformation x = — cos 0 is used.

The dynamic response of the membrane wing to harmonic
heave motion, h(t) = hoel®, is derived in frequency domain,
following the method of [2]. Closed form expressions for
the aerodynamic load on the membrane were derived in [2]
and used to compute the unsteady lift of the airfoil. Here,
we compute the pitching moment at location x = a along the
airfoil by substituting the aerodynamic load expression into

1

Conla,k) = —%/]Acp(k,e).(x—a)dx. 3)
This integral leads to a closed-form expression for the pitch-
ing moment coefficient which depends only on the Fourier
coefficients that decompose the membrane deformation and
the classical Theodorsen function, C(k), which is known to
describe the mid-chord pitching moment of a rigid flat plate
that undergoes a harmonic heave motion [4].

3 Results

The membrane moment coefficient in response to harmonic
heave motions is examined next for a membrane wing of
1 =1 and tension coefficients between 2.5 and 4, and com-
pared against the rigid airfoil response. Figure 2 illustrates
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Figure 2: Pitching moment coefficient computed at mid-
chord and normalized with respect to the quasi-steady coef-
ficient, Cy,, (0), in terms of: (a) Argand diagram; (b) modu-
lus and phase. Membrane parameters: 4 = 1,2.5 < Cr <4.
Black curve denotes rigid airfoil results.

this comparison in terms of an Argand diagram (figure 2a)
and in terms of modulus and phase (figure 2b). For low
reduced frequencies, the membrane moment coefficient fol-
lows the trend of the rigid airfoil response, but with reduced
amplitude and increased phase lag. As the reduced fre-
quency of the prescribed heave motion approaches the first
resonance frequency of the fluid-loaded membrane, circular
paths appear in the complex plane plot. These circles are due
to the dynamic membrane response at resonance, as identi-
fied by [2] for the unsteady lift. However, the amplification
of the mid-chord pitching moment is more significant than
the enhancement of the lift coefficient reported in [2].

A key reason for our interest in the pitching moment of a
heaving airfoil is its role in the passive pitching motion of
the wing, which is known to produce thrust [5]. To this end,
Moore [5] have studied the propulsive benefits of a heaving
rigid airfoil that is elastically mounted to a torsional spring
at the leading edge. We next focus on the pitching moment
that is obtained at the leading edge (figure 3) with the in-
tent to apply a similar model to study the propulsive ben-
efits of a flapping membrane wing . We note that for low
reduced frequencies the leading edge pitching moment re-
sponds similarly to the mid-chord moment when compared
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Figure 3: Modulus and phase of the moment coefficient
computed at the leading edge and normalized with respect to
the quasi-steady coefficient, Cy,,(—1), obtained for p = 1.

to the rigid airfoil moment, whereas for higher frequencies
beyond the first resonance peak, a strong reduction is evi-
dent in the leading-edge pitching moment amplitude relative
to the rigid airfoil response.

4 Conclusion

We study analytically the aerodynamic pitching moment of
membrane airfoils that are subject to small-amplitude heav-
ing motions in a two-dimensional inviscid incompressible
flow. The unsteady pitching moment is studied in the com-
plex plane and compared to the classical rigid airfoil re-
sponse. Preliminary results show that the membrane com-
pliance reduces the pitching moment amplitude for low re-
duced frequencies below the first fluid-loaded resonance fre-
quency. Higher (near-resonance) frequencies result with sig-
nificant amplification in the pitching moment compared to
the classical rigid airfoil moment.

In this talk we will discuss the effect of the different mem-
brane parameters (e.g., tension coefficient and mass ratio)
on the aerodynamic pitching moment of a flapping mem-
brane wing and compare our results to the classical theory
for rigid flat plates. We will also show how the closed-form
expressions for the pitching moment can be applied to study
the propulsion produced by heaving membrane wings due
to an induced pitching motion. This result will be obtained
by studying an elastically mounted membrane wing with a
torsional spring at the leading edge, and by then deriving
expressions for the resulting thrust.
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1 Introduction

Birds are observed to interact with various unsteady flow
structures during flight. While many groups have studied
the vortex structure of the wake generated by a flapping ani-
mal (e.g., [1,2]), the interaction between flapping flight and
an unsteady wake has not been quantitatively studied in a
controlled environment. At the same time, recent research
on the interaction of a fixed-wing with an unsteady vortex
wake [3, 4] provides a useful engineering model for under-
standing the wake interactions in animal flight. This work
bridges these two approaches and uses wind tunnel measure-
ments to study the interaction between a live bird flying in
(1) the wake of another bird and (ii) the prescribed wake shed
by a mechanical model.

2 Experimental Setup

Experiments are conducted in the Animal Flight and Aero-
Mechanics Wind Tunnel at Brown University. The test sec-
tion (Fig. 1) has a cross-section of 1.2m by 1.2m. For animal
flights, the usable test section has a length of 2.8m. In bird
flight experiments, European Starlings are flown in the test
section with a freestream speed of U = 11m/s. The bird
carries a lightweight “backpack”™ (Vesper, ASD Technolo-
gies, Haifa, Israel) to record body acceleration during flight.
Four machine vision cameras (AIVIUM1800, Allied Vision
Technologies, Stadtroda, Germany) are used to reconstruct
the trajectory of the flights. We perform two kinds of bird
flight experiments: (i) with two birds, in which one bird (the
“follower”) flies in the wake of a second bird (the “leader”),
and (ii) with a single bird flying in the wake of an unsteady
wake generator: a NACA 0012 airfoil with a 10 cm chord,
spanning the entire test section and pitched in a sinusoidal
motion about the quarter-chord at 10 Hz, with an amplitude
of £15° (Fig. 1). To better understand the unsteady aero-
dynamic force experienced by the bird, a second series of
experiments was performed in which a fixed wing was posi-
tioned in the same unsteady wake. Here, a NACA 0012 wing
(chord 27 mm, span 85 mm) was placed at the same height
as the unsteady wake generator, 400mm downstream. The
wing is mounted on a 6 DoF force/torque loadcell (Nano-

I'This work was supported by NSF Grant 1930924
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Figure 2: Schematic of the fixed wing experimental setup.

17, ATI, Apex, NC) to measure the responses to the wake
at 5S000Hz (Fig. 2). For these experiments, the freestream
velocity was set from 2m/s to 10m/s, and the flapping fre-
quency varied between 2Hz and 8Hz, resulting in a range
of non-dimensional Strouhal numbers, fc/U from 0.07 to
0.34. Two high-speed cameras (Nova R2, Photron Inc, San
Deigo, CA) were positioned outside the test section and used
to acquire Particle Image Velocimetry (PIV) images at 500
Hz (50x the flapping frequency) with a 300mm x 500mm
field of view positioned immediately downstream the wake-
generating airfoil, and oriented parallel to the free stream.

3 Results

3.1 Flapping foil wake structure

Phase-averaged snapshots of the flow field downstream of
the flapping airfoil are shown in Fig. ?? for three represen-
tative times. The wake comprises a deflected reverse von
Karman Street with a stronger CCW vortex (red) that con-
vects downstream. This asymmetric wake structure agrees
with previous observations [5,6] and is due to the obliquely
propagating dipolar structure triggered at this flapping am-
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Figure 4: A comparison of the power spectrum of the ac-
celeration data during the flight.

plitude. This wake structure serves as a background for both
the bird and fixed-wing experiments.

3.2 Bird flight frequency lock-in

Figure ?? shows power spectra of the acceleration experi-
enced by the birds during flight; note that each color repre-
sents an individual flight. For the flights in the clean flow
(Fig. 4a), there is a peak corresponding to the primary flap-
ping frequency near 10 Hz as well as a prominent second
harmonic; the spectra are loosely distributed both in fre-
quency and amplitude. In contrast, for the flights behind
the flapping airfoil (Fig. 4b), the main peak and the first
harmonic are centered much more tightly around the pre-
scribed flapping frequency and with a higher amplitude than
observed in the clean flow.

3.3 Wing model force response

For the fixed-wing experiment, the spectrum of the aerody-
namic force response is comparable to the acceleration data
of the birds’ flights. As shown in figure 5a, the dominant
frequency of the aerodynamic response scales with the flap-
ping frequency of the airfoil, confirming that the response
is induced by this vortex-shedding frequency. This agrees
well with the shedding frequency-related peak observed in
the acceleration spectrum of bird flights.

The intensity of the wing response can be quantified by a
narrow-band integration:

1.05 f
P SDForced 7

0.95 fo

We observe a linear relationship between P; and the prod-

uct of the free-stream speed and driving frequency (Fig 5b).

U fo has the dimensions of acceleration and can be inter-

P = (D
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preted as the intensity of flow disturbance shed by the oscil-

lating airfoil. Dividing by dynamic pressure, 0.5pU2, equa-
tion 1 yields

Py o foc

1/2pU2  U.

where c is the chord of the fixed wing.

=51, @

4 Conclusion

We have seen evidence that the starlings interact with the
prescribed wake structure. From dynamic aspects, the ac-
celeration spectrum is distributed tighter on the frequency
domain in the wake but excited at the wake’s correspond-
ing frequency. We also compare the acceleration spectrum
with the force response on an airfoil model, which also surfs
in the prescribed wake. The responding force is aligned
with the wake-shedding frequency on the frequency domain,
which agrees with the wake-excited peak in the acceleration
spectrum of bird flight. And the intensity of this response
shows a proportional relation with the St number.

The full paper will present extended measurements of the
fixed wing response over a broader range of forcing St and
downstream positions, as well as a more detailed analysis of
the accelerations experienced by the birds.
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1 Introduction

Recently, engineers working on swimming and flying vehi-
cles have looked to nature for motivation and have incor-
porated their findings into man-made vehicles [1,2]. Bio-
inspired vehicles have the potential to be valuable in appli-
cations like surveillance, oceanic sampling, and reconnais-
sance [3,4]. Crucial to the design of such vehicles and the
understanding of biological propulsion, is comprehension of
the unsteady fluid flows they generate and the time-varying
forces acting on them.

For some swimming animals, thrust is generated primarily
by a caudal fin, which may display a range of planforms and
different trailing edge shape [5]. Geometric abstractions of
some caudal fins are shown in Fig. 1, which illustrates the
diversity in leading and trailing edge shapes. The top row
of Fig. 1 displays high aspect ratio (AR) fins that are typi-
cally associated with improved performance [6], and fins of
low AR and reduced performance are in the bottom row. In-
creases in AR are due to reductions in area, increases in span,
or both. Smits stated that, although the effects of changing
AR may be well understood, “we are far from understand-
ing the effects of changing the planform shape” [7]. Ex-
periments in the current work focus on three shapes from
Fig. 1: forked, truncate, and pointed. This work explores
the influence of propulsor planform on vortex dynamics and
performance of bio-inspired swimmers.

FORKED LUNATE INDENTED TRUNCATE
ROUNDED LANCEOLATE EEL-LIKE POINTED

o D P>

Figure 1: Geometric abstractions of caudal fins from a va-
riety of fish species. Adapted from Van Buren et al. [§].

2 Results
The thrust production of a pitching propulsor is often linked

to the formation of a time-averaged jet in the wake [9]. A
momentum analysis of the time-averaged wake can be used
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to provide an estimate of the thrust, although failure to ac-
count for time-varying factors like velocity fluctuations and
pressure may result in overestimation of mean forces [10].
Changes to trailing edge shape and Strouhal number (St)
have significant impact on the spatial distribution of the
streamwise component of momentum.

Behaviors of the time-averaged streamwise momentum is
explored using isosurfaces of /U in Figure 2, where i is
the time-averaged value of local streamwise velocity. For
the sake of brevity, isosurfaces i1/U for only the most forked
planform (Panel 1), a trapezoidal planform (Panel 3), and the
most pointed planform (Panel 5) at select St are displayed in
Figure 2. At low pitching amplitudes, when St ~ 0.1, in-
creases in trailing edge convexity result in a relatively weak
dual jet that is symmetric about z/2b = 0. The appearance of
this dual jet is consistent with an increase in thrust produc-
tion between Panel 5 at St = 0.14 and Panel 1 at St = 0.09
that has been observed in other work. Not shown in Figure 2
are the time-averaged wakes of Panel 1 at St = 0.17 and
Panel 3 at St = 0.22, which also display dual jets symmetric
about the midspan plane. The wake of Panel 1 at St = 0.17
also displays a single, central jet that lies close to and within
the midspan plane. When St is low and the trailing edge is
forked or straight, the wake is only comprised of momentum
deficit regions along the centerline that may cover a signif-
icant portion of the wake volume in the spanwise direction.
If St is kept small, a dual jet will result from increases to
trailing edge convexity, while the same structure, sometimes
accompanied by a single jet, can also emerge through slight
increases to St for forked and straight trailing edge shapes.

When St = 0.25, Figure 2(d) shows that Panel 1 produces a
single jet along the wake centerline with a large spanwise ex-
tent. While maintaining intermediate S?, increases to trailing
edge convexity result in the appearance of a quadfurcated jet
for Panel 3 in Figure 2(h). The quadfurcated wake structure
was first described by Van Buren et al., where it was linked
to improved performance [8]. These four tubular jets are in-
clined away from the wake centerline and compress in the
spanwise direction, behaviors displayed more clearly in the
wake of Panel 5 at St = 0.40. A quadfurcated jet never de-
velops in the wake of Panel 1; however, the structure occurs
in the wake of Panel 2 at St = 0.38. The wake of Panel 1 at
St = 0.41 in Figure 2(g) may show evidence of an incipient
quadfurcated jet, but the structure does not clearly emerge
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(g) Panel 1,5t =0.41 (h) Panel 3, St = 0.53

(i) Panel 5, St = 0.66

Figure 2: Isometric views of isosurfaces of i1/U for Panel 1,
Panel 3, and Panel 5 at select St. Isosurfaces are thresholded
to ii/U = 0.95 (blue), 1.1 (red), 1.2 (green), 1.3 (purple), and
1.4 (yellow).

within the St range explored. The wake behaviors of Panel
2 indicate that a quadfurcated jet may emerge through in-
creases to trailing edge convexity while maintaining St, or
through increases to St for a fixed geometry. Additional
results, not shown here, demonstrate that the momentum
contained within time-averaged jets, let alone their shape
and number, do not provide all the information necessary
to carry out a complete control volume analysis that would
quantify swimming performance. A complete analysis of
this type would also require information about quantities
such as the time-varying pressure and velocity fields acting
on the control volume boundary [10]. Without information
about forces acting on the propulsor surface, it can be diffi-
cult to reconcile observations in the current like decreasing
jet size and strength occurring for cases of improved perfor-
mance. Ultimately, as with recent findings on links between
the instantaneous wake and performance [11], performance
characteristics gleaned from the time-averaged wake should
be viewed with caution.

3 Conclusion

Experiments in a recirculating water tunnel are used to in-
vestigate the performance and wakes of bio-inspired pitch-
ing panels of varying trailing edge shape. Measurements of
time-averaged propulsive performance reveal that changes
to trailing edge shape and Strouhal number can have signif-
icant impacts on thrust and propulsive efficiency. For pan-
els with either a straight or pointed trailing edge, thrust in-
creases with Strouhal number and can become rather large
as the trailing edge becomes more pointed, while thrust
never becomes positive for forked panels and tends to de-
crease with increases to Strouhal number. Velocity vec-
tors captured using multiple planes of stereoscopic particle
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image velocimetry indicate that the structure of the time-
averaged wake is also altered through changes to planform
shape and Strouhal number. Future work will explore what
is can be attributed to changes only in trailing edge shape,
and what should be considered the effect of planform area
changes.

Wake results show that prior descriptions in the research lit-
erature that link specific jet structures to performance are not
generally applicable to the wakes of oscillating propulsors.
Relatively strong, centralized jets of streamwise momentum
are observed in drag-producing cases, while jets are large
inclination angles are prominent in wakes corresponding to
conditions of large thrust. Furthermore, although quadfur-
cated jets may be present for scenarios of peak propulsive
efficiency and moderate thrust, they also appear when the
panel fails to generate positive thrust. Similar to the results
of recent work that indicate caution must be taken when
making direction connections between patterns within the
instantaneous wake and swimming performance [7, 11, 12],
discretion must similarly be applied whenever characteris-
tics of the time-averaged wake are used to draw inferences
about performance.
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1 Introduction 2 Results

The CFD simulation provided all the aerodynamic forces
(Fig. 2). We also calculated the wing inertial forces based
on the wing kinematics and mass distribution scaled from
measurement data of the Ruby-throated hummingbird. The
simulation results show that from hovering to escape, the
bird changed its wing kinematics dramatically in addition to
increasing the wingbeat frequency from 25 Hz to around 33
Hz. As a result, not only the aerodynamic force magnitude

Hummingbirds are one of nature’s most remarkable flyers,
capable of not only fast cruise flight like most other birds
but also sustained hovering and rapid aerobatic maneuvers
to fly in a cluttered environment or to prey on insects. To en-
able these different flight modes, their flapping wings have
to provide the necessary forces and moments for propulsion,
linear accelerations, and three degrees-of-freedom body ro-
tations in addition to maintaining weight support. On other
hand, each hummingbird wing has only three primary de- greatly increased, but also the force vectoring with respect
grees of freedom at the shoulder, unlike larger birds whose to the bird body changed significantly to redirect toward the
wings may have additional degrees of freedom at the finger direction of escape (backward away from the threat).
joint. Nevertheless, hummingbirds outperform larger birds
in terms of agility, especially at low speeds. Previous stud-
ies hummingbird aerodynamics have primarily focused on
hovering flight or cruising flight, where the wing kinematics
is periodic and body motion is steady. There have been few
studies that addressed the aerodynamics and flight mechan-
ics of hummingbird maneuvers, even though hummingbirds
obviously have amazing maneuvering skills.

Fig. 3 shows the pitching torques on the bird body produced
by the two wings together with the forces on the wings at
selected time frames. From these results, it could be seen
that the wing inertial forces generated a great pitch torque at
pronation, which drove the body pitch acceleration (around
t=60 and 90 ms). On the other hand, the aerodynamic forces
generated pitch torque during downstroke to counteract the
opposite inertial torque caused by wing reversal. In com-
bination, the inertial and aerodynamic forces enabled fast
body rotation for the maneuver. A similar strategy was
found for roll rotation as well.

For a hovering-to-escape maneuver, a hummingbird can
evade the perceived threat, reorient its body, and acceler-
ate toward the escaping direction in less than 0.2 second
(about 5 or 6 wingbeat cycles). In this process, the hum-
mingbird body may pitch and roll simultaneously, and it can
reach desired rotational velocities with one or two wing-
beats. The question is, how are hummingbirds able to ex-
ecute such a complex maneuver on a dime? In the current
study, a high-fidelity CFD analysis has been performed for
a Rivoli’s hummingbird based on the full-body kinematics
reconstructed from the high-speed videos of the escape ma-
neuver Fig. 1 to simulate the 3D flow and obtain the details
of the wing aerodynamic and inertial forces, as well as the
torques on the bird body due to these forces. From the sim- References
ulation results, we have investigated how these forces and [11  B.Cheng, et al., Flight mechanics and control of escape manoeu-
moments enabled the bird’s body acceleration and rotation vres in hummingbirds. I. Flight kinematics. J. Exp. Bio., 219, 3518-3531,

to accomplish the escape maneuver. 2016. ) ) ,
[2] B. Cheng, et al., Flight mechanics and control of escape manoeu-

3 Conclusion

Inertial steering was found in hummingbirds for fast maneu-
ver, which distinguishes them from insects and aircraft who
primarily rely on aerodynamics for maneuvering. In the pre-
sentation, we will discuss details of aerodynamics, as well as
the body acceleration and rotation that includes pitch, roll,
and yaw. Furthermore, we will discuss the power consump-
tion of the escape maneuver.

I'This work was supported by ONR under grant No. N00014-19-1-2540 performance limitations. J. Exp. Bio., 219, 3532-3543, 2016.
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Figure 1: Top: snapshots from one of the camera views (videos data from a previous study of hummingbird escape maneuver
by Cheng et al. [1]), and bottom: the corresponding reconstructed model with the marker points labelled on the bird.
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Figure 3: Instantaneous pitching torques (normalized by the body weight x wing length); Insets showing the aerodynamic (red
arrows) and inertial forces (blue arrows) on the wings.
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1 Introduction

The aim of this study is to perform a multi-objective-
optimization of flapping wing kinematics. Such an opti-
mization has been conducted experimentally by [1], where
input samples to the evolutionary algorithm are cheap to
obtain. Here, we perform a similar optimization based on
numerical simulations which are comparatively much more
expensive. Thus, we build and use a surrogate model of the
unsteady forces experienced by the wing using deep, active
learning and identify the Pareto front of optimal solutions.
The flow and forces resulting from a selection of optimal
kinematics are then analyzed.

1.1 Building a dataset of motions
Two angles are used to describe the kinematics: the stroke
angle ¢ and the pitch angle y, as shown in figure 1.

Figure 1: Definition of stroke ¢ and pitch y angles used to
describe the wing motion

The motions are defined by w(r) = aj cos(2mft) +
by sin(2xft) + b3 sin(67f1) and @ (t) = ¢o sin(27wf1 — J).
This definition allows to approximate real insect wing kine-
matics with reasonable accuracy. The Reynolds number Re
is fixed to 1000, and defined using the mean velocity at the
tip of the wing during a stroke Uy = 4bf¢y. The flapping
frequency f is deduced from the Reynolds number. The per-
formance of a given motion are assessed by its mean lift co-
efficient Cy, and efficiency 7.

Real hovering kinematics from the Hawkmoth, Fruit fly and
Honeybee [2] are used as a basis to generate the dataset used
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for neural network training. 294 other kinematics are gen-
erated by varying the Fourier coefficients of y, the stroke
amplitude ¢y and the phase shift §. Direct numerical sim-
ulations (DNS) of the 297 flapping motions are performed
and used to train the neural networks.

1.2 Unsteady aerodynamics deep learning model

Lift, rotation torque and revolution torque are needed to
compute 1 and Cy, and assess a motion performance. Thus,
three neural networks are trained to predict those three out-
puts. The neural network take as input X = [x(¢),x(t —
9dr),x(r — 18dt)] with x = [y, y, {7, @] to predict one of the
three outputs at the instant z. dr = 7'/250 is the time dis-
cretization of the simulations, with 7 the flapping period.
The size of the input vector and the sampling was chosen by
first performing a grid search. Once trained, these networks
can predict the instantaneous values of the lift and torques,
given sparse information about the kinematics up to 18d¢ be-
fore. These predictions of the unsteady aerodynamics take
the order of 0.5s to run. This makes the neural networks
suitable to be used as a surrogate model for an optimization
of the kinematics.

1.3 Multi-objective optimization and active learning
The surrogate model is used to perform a multi-objective
optimization of the flapping motions, using the NSGA II ge-
netic algorithm. The objectives are the lift coefficient C; and
efficiency 711. Each motion is represented by its 5 parameters
[a1,b1,b3, 0, 6].

In order to improve the accuracy of the multi-objective op-
timization and of the model, an active learning algorithm is
used. One issue affecting the performance of deep learning
surrogate models is that the training dataset is generated be-
fore the optimization step, and the data points may be very
different from the Pareto optimal points. The Iferative Sur-
rogate Model Optimization ISMO) algorithm [3] allows for
an iterative construction of the dataset with data points from
successive optimization steps.

In this study, an original dataset of 297 motions is gener-
ated for neural networks training. Then, the deep learning
surrogate model is used in conjunction with the NSGA 1I
algorithm to generate a Pareto front of optimal solutions.
N =7 motions from the predicted Pareto front are arbitrarily
selected and numerical simulations are performed to check
the accuracy of the surrogate model on kinematics unseen
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during the training. New data from these simulations are
then added to the dataset for another step of neural network
training and multi-objective optimization.

2 Results

Three iterations of the active learning algorithm were
needed to obtain an accurate prediction of the Pareto front.
The corresponding Pareto fronts are displayed in figure 2,
showing both the prediction by the neural network and re-
sults from DNS of the 7 arbitrarily selected kinematics. The
predicted Pareto front from step 1 is not accurate in regions
of high lift, but the highest lift obtained (and later confirmed)
is showing an increase of 52% in C; from the dataset. The
deep learning model from step 1 was thus able to discover
new high lift kinematics, and predict their performance with
a prediction error of 11% on the lift coefficient. Steps 2
and 3 improve the accuracy of the prediction throughout the
front, without improving the best performing individuals in
each objective.

The most efficient motion from the Pareto front is resem-
bling the reference kinematics, characterized by a high
stroke amplitude (55°) and a low average angle of attack
(37°). The flow is weakly unsteady with the formation of
an attached leading edge vortex that reaches a quasi-steady
state and relatively weak wing-wake interactions.

Step 1

e  Neural network prediction
¥ CFD confirmation

Step 3
151
< 1.0
051
0.4 0.6 0.8 1.0 12 14
C.

Figure 2: Pareto fronts from the three steps of the active
learning algorithm, circles represent the predicted Pareto
front by the deep learning surrogate model and triangles the
DNS of selected individuals

On the other hand, the highest lift motion has a low stroke
amplitude (10°), with a high amplitude pitching motion dur-
ing the stroke, shown in figure 3. Due to the phase shift be-
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tween stroke and pitch motions, the pitch angle y changes
sign during a stroke, meaning that the leading edge is ori-
ented backward at the end of the stroke.

(@ t/T=0 (d) t/T=03

(e) t/T =04
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Figure 3: Non-dimensional Q-criterion isosurfaces ob-
tained at different instants ¢ /T for the highest-lift-generating
motion. The grey isosurfaces correspond to a value of 60,
and the blue to a value of 200

The complex pitching motion during a stroke can be split in
two phases: a main pitching motion (/7 € [0.2 —0.4]), and
smaller pitching variations between strokes. The main mo-
tion generates lift by a combination of added mass effects
and Kramer effect, investigated by implementing the quasi-
steady model by Sane & Dickinson [4]. A strong trailing
edge vortex TEV2 is produced, combined to a smaller lead-
ing edge vortex. The smaller variations allow for the shed-
ding of two trailing edge vortices between strokes.

3 Conclusion

This study demonstrates the interest of using deep learning
to predict the unsteady aerodynamics of a flapping wing.
Using this surrogate model for optimization allowed to dis-
cover new flapping motions and significantly improve the
performance from the kinematics in the original dataset.
This model is able to make accurate predictions on a wide
range of motion : from high-stroke-amplitude conventional
flapping motions to short amplitude high lift generating mo-
tions. Those short-stroke motions are studied in detail to iso-
late the mechanisms creating lift, in a trailing-edge-vortex
dominated flow.
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1 Introduction

Snakes are anguilliform swimmers, characterized by an un-
dulation of the body with an increasing amplitude from the
head to the tail. We estimate the thrust force production of
a swimming snake using Lighthill’s elongated-body theory
[1]. Following Pifieirua et al. [2], in addition to the reac-
tive force of Lighthill’s theory, we include a resistive term
arising from the local quadratic drag endured by each sec-
tion of the animal’s body as it oscillates laterally (see also
[3, 4]). Real swimming kinematics, characterized by the de-
formation of the body mid-line, were obtained from video
recordings of dice snakes (Natrix tessellata) in a swimming
flume. The swimming kinematics is characterized by the
deformation of the body midline, whose local position can
be described by the x(s,7), y(s,t) coordinates, where s is the
curvilinear coordinate following the midline and ¢ is time
(see Fig. 1). During the swimming motion, each slice of the
swimmer is thus subjected to local forces corresponding to
both reactive and resistive contributions that read (see [2]):

— A () (F+2Uy +UH")y | (1

2

freact =

Tresist =

1 . .
*EpCd|y+Uy’\(y+Uy’)y’ ,

where A(s) is the local height of the body (i.e. its dimension
in the direction perpendicular to the xy-plane, C; is a local
drag coefficient, and U is the average swimming speed.

2 Results

A typical example of the undulation kinematics and the cor-
responding calculation of the total thrust represented over
the midline at several successive times is shown in Fig. 2.
Recalling the framework of elongated-body theory, it can be
seen from Fig. 2 that the contribution to the thrust of each
portion of the body is very dynamic, with some parts along
the midline contributing positively while others negatively,
in a proportion that changes with time.

I'This work was supported by the Paris Sorbonne IPV doctorate program
and the ANR DRAGON2 (ANR-20-CE02-0010)
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framework.

Figure 1: Elongated-body  theory
[x(s,7),y(s,t)] describe the undulation of the midline
of the snake. The local unit vectors 7 and T are, respec-
tively, normal and tangential to the body at each section.
Inn the reference frame represented the snake is swimming
with an average speed U in the negative x direction.
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Figure 2: Snapshots of total thrust over the midline at sev-
eral successive times.

3 Conclusion

Because the whole body of a swimming snake undulates,
an intense vortex dynamics is active at each section of the
body (see [5]), governing the quadratic local drag. This drag
constitutes the resistive term (Eq. 2) in the elongated-body
framework that we have used to predict the thrust produced
by a swimming snake. For elongated animals, this term is
crucial to estimate the force correctly, it being of the same
order of magnitude than the added-mass term [2]. Ongoing
work is dedicated to the use of these propulsive force esti-
mates from a large dataset of swimming snakes to examine
the question of swimming energetics.
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1 Introduction

Natural swimmers are believed to have developed refined
kinematics due to evolutionary pressure [1] being able to in-
spire novel designs of autonomous underwater vehicles [2].
Through rhythmic/reciprocating motion of their body and/or
appendages, aquatic swimmers transfer momentum to the
surrounding fluid thereby propelling themselves forward. In
body caudal fin (BCF) swimmers, which constitute 85% of
fishes(vertebrates) [3], thrust production has been directly
associated with the momentum carried in the wake jets [4,5]
and the wake pattern primarily depends on the Strouhal
number (St) [6].

Compared with aquatic vertebrates, invertebrates such as
insects undergo significant morphological changes during
their life cycle and can often be amphibious. As a result,
invertebrates display a variety of propulsive gaits and mech-
anisms from pulsatile swimming mode that produces vortex
rings in jellyfish [7] to rhythmic paddling in crustaceans [8].
While a comprehensive understanding of vertebrate swim-
ming exists in literature, invertebrate swimming has not re-
ceived similar consideration. Among invertebrates, the lar-
vae of mosquito display a unique side-to-side high ampli-
tude flexural motion resulting in a tail-first gait where the
posterior end of the larvae leads the anterior end in the direc-
tion of locomotion (see illustrations in Fig. 1). Previous lit-
erature on swimming in mosquito larvae [9, 10] have shown
the presence of periodic vortex shedding, but fall short in
investigating the provenance of these vortical structures and
their significance in thrust generation. Importantly, ques-
tions on the energetics of this gait and how it compares to
the more common head-first swimming remain unanswered.
The scale and swimming speed of this animal place them
in the intermediate Reynolds number where both viscous
and inertial effects are significant. Hence, a comprehensive
study encompassing flow mechanism, energetics and signif-
icance of this unique gait is required.

Here, we attempt to investigate the propulsive mechanism
behind tail-first swimming by using numerical and experi-
mental methods.

2 Results

In order to experimentally capture the flow field, larvae of
mosquitoes were placed in a petri-dish under a microscope
with tracers. Cyclic swimming bouts were recorded and
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Figure 1: Centre of mass acceleration over a stroke with
illustrations of the larva at various stroke phases. The blue,
red and green arrows indicate the direction of motion of the
head, tail and centre of mass.

2D2C particle image velocimetry (PIV) analysis was done.
The centre of mass was estimated by tracking the mid-line
(or centres of body parts) of the larvae using a deep neural
network-based marker-less tracker.

The flow field from PIV analysis revealed the presence of
multiple vortices around the larva during the stroke (see
Fig. 2). Progressing through the stroke from start to mid-
stroke (see t/T = 0 to 0.27 in Fig. 2), vortical structures
were formed near the tail (positive), the inflexion point on
the body close to the tail (negative) and head (positive), re-
spectively. At mid-stroke, the larva experienced maximum
hydrodynamic force as indicated by the peak in the centre of
mass acceleration (see Fig. 1). Past the mid-stroke point, the
larva begins to move upward and vortical structures near the
tail seen earlier in the stroke were shed (see /T = 0.50 in
Fig. 2). The shed vortices have an opposite sense of rotation
thereby inducing a jet flow between them. This is correlated
to the generation of thrust. Tracking the mid-line of the lar-
vae allowed for the estimation of relative angles (6) between
line segments connecting each body part of the larvae. This
data was parameterized using a simple sinusoidal equation
(see Eq. 1) to capture the kinematics of the tail-first gait,

0 = 6psinwt + ¢, (1)

where 6y and ¢ are respectively the relative angle amplitude
and the phase difference along the body of the parameterised
swimmer. The frequency of the cyclic motion is represented
by .
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Figure 2: Vorticity field of mosquito larva. The green arrow indicates the direction of locomotion.
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Figure 3: Vorticity field of the parameterized tail-first swimmer. The green arrow indicates the direction of locomotion.

Simulations of 2D self-propelled parameterised swimmer
was conducted by an immersed boundary—lattice Boltzmann
method (IB-LBM) (see e.g., [11]) and compared with the
experimental results. The flow field of the parameterized
tail-first swimmer shown in Fig. 3 closely resembled the ex-
perimentally obtained flow field (see Fig. 2). For instance,
the vortex shedding from the tail as observed in experiments
was also seen in the simulations. This reveals that the pa-
rameterized swimmer agrees well with the natural tail-first
swimmer.

Furthermore, as a result of this parameterization, various
other gaits can be obtained by the modifying parameters
of Eq. 1, namely amplitude (6p) and phase difference (¢)
of relative angles. This would allow for transitioning from
head-first to tail-first kinematics through the manipulation
of the parameterization and enable closer comparisons in
flow mechanisms and energetics between these two types
of swimming gaits by using the IB-LBM. This would also
aid in determining the critical parameters responsible for the
transition.

3 Conclusion

Tail-first swimmers such as mosquito larvae display a
unique tail-first swimming gait involving high amplitude
side-to-side flexural motion. In this type of gait, the pos-
terior end of the body leads the anterior end. The swimming
of mosquito larvae was recorded and analysed through parti-
cle image velocimetry analysis. A parametric model of tail-
first locomotion was developed using an IB-LBM method,
and the flow field was compared to that of the natural coun-
terpart. The results reveal the presence of multiple vortices
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around the natural swimmer and a similar flow field for the
parameterized swimmer. This enables the capabilities of
such parameterization and its application in further inves-
tigation of tail-first gaits.
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1 Introduction

Collective swimming is a feature of fish behavior that is
though to provide many social, protective, and hydrody-
namic benefits. The fixed positions of some model three-
dimensional (3D) fishes has been studied, with some impor-
tant mechanisms such as caudal fin (CF) leading-edge vortex
(LEV) enhancement as well as trunk (TK) drag reduction for
the downstream placed fish [1]. 2D works have identifed the
role of body-body interactions in dense schooling configura-
tions, and even drawn connections between the wake char-
acteristics and the fish performance within the school [2].
Real fishes may undertake many configurations, including
dynamically changing positions, though, which we aim to
explore in this work involving a real biological fish school-
ing arrangement.

For this study of the bioloigcal fish school, some model-
ing and computational techniques are required. First, the
bio-data is collected using high-speed videography in which
which 2 perspective views of the collective swimming are
captured at 100 frames per second. Using Autodesk Maya,
we extract the geometry of the giant danios trunk, caudal fin,
anal fin (AF), and dorsal fin (DF) to create polygonal sur-
faces whose motion is governed by a binded skeletal struc-
ture. Then, the skeleton is manipulated on a frame-by-frame
basis so that the motion of the digital danios matches the real
danios in the videos.

To simulate this biological flow scenario, the incompressible
Navier-Stokes equations are discretizedon non-conformal
Cartesian grids. Solid (TK) and membrane (CF, DF, and AF)
representation on this domain is handled by an immersed
boundary method (IBM) [3]. A consequence of studying
the unsteady bio-data is fish position changes and transla-
tions. A tree-topological mesh refinement technique is im-
plemented to parallelize solution convergence on the indi-
cated domain refinement regions immediately surrounding
the group of fish [4]. A table of the geometric, kinematic,
and flow parameters is outlined in Table 1.

IThis work was supported by funding by NSF CNS-1931929, ONR
N00014-15-1-2234 and the UVA SEAS Carlos and Esther Farrar Fellow-
ship
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Table 1: Morphological, kinematic, and flow parameters

BL A T Us St Re
Simulation 1.0 0.287BL 1.0 0.676% 0.424 8000

Figure 1: Giant danio bodies & fins with labelled vortex
topology

2 Results

The goals of this research are to study the body position-
ing and hydrodynamic interactions of a real fish school. We
will take particular interest in fish 4, (F4), as it traverses
across the downstream wakes of the leading fishes 1-3 (F1-
3). While the video contains 9 danios, the 4 fish indicated
are selected for simulations for their close proximity to each
other and expected rich hydrodynamic interactions. Figure
1 identifies the TK, CF, AF, and DF as well as some key
flow features generated by the danios, such as the CF shed
VL and AF and DF generated AFv and DFv, respectively.

First, preliminary results on the performance of F4 and flow
environment are provided. As the undulation kinematics are
not periodic we present averaged CF Cr, TK+AF+DF Cp,
and total Cp,, (denoting normalized thrust, drag, and power
coefficients respectively) on a stroke-by-stroke basis in Ta-
ble 2. As F4s position within the school changes on a stroke
by stroke basis, this will allow for connections to be drawn
between the time varying position and time varying perfor-
mance.
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Table 2: Stroke averaged hydrodynamic coefficients for F4
with all fish present

1 2 3 4 5
Cr 42x1073 64x1073 85x1073 1.3x107% 1.6x 1072
Cp 74x1073 75%x1073 7.6x1073 51x1073 47x1073

Cpw 25x1072 29%x1072 27x1072 46x1072 3.8x1072

F1 absent

F1 present

Figure 2: Slice cut of vorticity and velocity (top) and pres-
sure (bottom) around F1 & F4

For the 1st 3 captured strokes, F4 experiences large drag
forces, evident in Table 2. F4 is positioned in a dense tan-
dem configuration to the leader, F1, and the removal in F1
leads to a Cp reduction of 18% on average over the 1st 3
strokes. From Figure, where slice cuts of vorticity, pres-
sure and velocity gradients are shown, we observe that a ma-
jor portion of the drag increase originates from the anterior
(head) region. Specifically dominant causes are decrease in
thrust inducing low pressure in region (i) due to shed vortex
loop from F1 interference and increase in drag inducing low
pressure in region (ii) of Figure 2.

Without the leader fish, the F4 Cr does decrease by 3% on
average, though, but while CF C7 thrust enhancements do
occur in the dense tandem arrangement the Cp penalties are
far more significant and consequently, schooling hydrody-
namic benefits may be realized at other positions.

Interestingly, F4 performs and undulatory maneuver causing
lateral translation out of the wake of the leading F1 and in
a vertically stacked, laterally staggered position relative to
F2. To study the hydrodynamic function of this out-of-plane
arrangement, we perform a simulation with F2 absent. F2s
hydrodynamic effect on F4 is minimal for the 1st 3 strokes,
however, as the F4 assumes its vertical arrangement the ben-
efit of F2 becomes clear. F4 experiences on average a 13%
Cp reduction due to the presence of the vertical/staggered in-
teraction with F2 with. This is accompanied by only slight
increases in Cr, though, so the main function of F2s hydro-
dynamic interaction is drag reduction. The reason for this
is stronger suction pressure on the anterior of F4 when F2
is present, evident from the pressure iso-surfaces, slice cuts
and surfaces pressure in Figure 3

o1

F2 present M F2 absent M

Figure 3: Pressure iso-surfaces (P=-0.05) with slice cut and
surface pressure surrounding F4

3 Conclusion

To study the hydrodynamic interactions of fish schooling,
this study uses model giant danio geometry and kinematics
derived from bio-data. The traversal of F4 was of particular
interest due to its position and motion behind the leader fish,
while the positions of F1-3 stayed comparatively similar rel-
ative to each other.

While the exact behavioral reasons of F4s swimming mo-
tion is unknown, the hydrodynamic benefits of its move-
ment are clarified. As previously established, despite Cr
enhancements in the tandem arrangement with F1, signifi-
cant TK+DF+AF Cp penalties are associated. The motion
to a vertical/staggered arrangement with F2 provides signif-
icant Cp decrease with minimal effect on Cr. In this biolog-
ical fish school, we have observed an interesting dynamic
fish position change which corresponds to a transition from
a detrimental to a beneficial hydrodynamic interaction with
another fish.

This results described in this extended abstract represent
preliminary findings. While many previous works address
configurations with just TK/CF, we modelled the AF and
DF as well and our next steps will involve quantifying fin-fin
and fin-body interactions in this complex schooling environ-
ment. Additionally, we are taking advantage of the bio-data
to construct model problems to study fish schooling arrange-
ments and kinematics in a more controlled, periodic/steady
environment while also collecting more bio-data in which
the schooling patterns are steady as well.
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1 Introduction

In nature, many underwater animals propel themselves in
schools [1-5]. In-line schooling is a simple configuration of
underwater propulsion. Inspired by this biological behav-
ior, thrust and efficiency enhancement has been found to be
achieved for underwater propulsors, which can benefit the
design of advanced underwater robots with higher cruising
speed and lower energy consumption [6-11].

Most of previous research about in-line schooling focuses
on swimmers constrained in the stream-wise direction. For
pure pitching swimmers, it was found that the follower’s
thrust and efficiency enhancement or drag reduction can be
boosted by more than 50% [9, 12-14]. In addition, Kurt
etal. [12] and Boschitsch etal. [13] both observed band
structures in performance maps where the performance en-
hancement is maximized, which indicates that the optimal
phase synchrony varies with gap distance between swim-
mers.

Real autonomous underwater robots are free to swim, so it’s
important to explore the hydrodynamics of unconstrained
in-line schooling. The most prominent phenomenon that oc-
curs during in-line schooling when swimmers freely swim
in the stream-wise direction is the stable position, which
is school cohesion driven by fluid-mediated forces when
swimmers travel together in a stable configuration. The gap
distance under stable positions was found to vary linearly
with the phase synchrony between swimmers [7, 15, 16].

However, the fundamental mechanism behind stable posi-
tions is still unknown. Also, no one has explored what kine-
matics control stable position’s location like the Lighthill
number Li or dimensionless amplitude 6y. Furthermore,
can freely-swimming foils’ stable positions be tuned to lie
within a desirable performance band structure observed in
constrained foil studies? To answer these issues, we will
employ our advanced boundary element method (ABEM) to
examine two pure pitching foils in an in-line configuration
that are free to swim in the streamwise direction.
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Figure 1: Stable positions disappear when there is no
leading-edge separation. (a) Gap distance G normalized by
chord length ¢ for simulations with leading-edge separation.
(b) Gap distance G normalized by chord length (c) for sim-
ulations without leading-edge separation. (c) Wake plots
with leading edge separation. (d) Wake plots without lead-
ing edge separation.

2 Results

Simulations were performed for cases with a fixed pitch-
ing amplitude of 6y = 7.5° and varying Lighthill number
and, vice versa, with a fixed Lighthill number of Li = 0.36
and varying pitching amplitude. The Lighthill number indi-
cates the amount of drag imposed on the swimmer. Here we
present results for a typical case (6y = 7.5° and Li = 0.36)
in Figure 1. It can be seen that the follower always collides
into the leader, in other words, there are no stable positions if
there is no leading-edge separation. Also, this phenomenon
applies to all kinematics examined in this study.

Figure 2(a) shows stable positions scaled by default wave-
length A; = U/ f for varying Li, where f is the oscillating
frequency and U is the cruising speed. A, has been widely
used in previous literature. However, A; doesn’t provide
good collapse of the stable positions. Figure 2(b) shows
that a good collapse can be achieved by normalizing stable
positions by the actual wake wavelength, A,, measured as
the distance between two vortices of the same sign in the
isolated foil’s wake (Figure 2(c)). Also, in Figure 2(d), the
actual wavelength makes stable positions with both varying
Li and varying 6 collapse to the same line, which indicates

!"This work was supported by MURI program on the hydrodynamics of
fish schooling
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Figure 2: Actual wave length 4, provides good scaling for
stable positions under various control parameters. (a) Gap
distance normalized by default wavelength A, for varying
Li. (b) Gap distance normalized by actual wavelength for
varying Li. (c) Illustration about actual wavelength. (d) Gap
distance normalized by actual wavelength for both varying
Li and varying 6.
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Figure 3: Utilizing unmatched kinematics can push the fol-
lower into the desirable band structure and optimize effi-
ciency. (a) stable positions on constrained experimental
data. (b) efficiency enhancement under different ratios of
leader’s amplitude over follower’s amplitude.

that the actual wavelength is able to scale stable positions
under various control parameters.

Most research examines leaders and followers with the same
Lighthill number and pitching amplitude. In one such case
[12] experimentally examines two constrained pitching foils
in an in-line configuration with Li = 0.18 and 6y = 7.5°.
Figure 3 overlays the stable positions from freely-swimming
simulations onto the experimental efficiency data of Kurt &
Moored [12]. It can be seen that when swimmers are free to
swim they don’t swim on the desirable high-efficiency band
structure. By increasing the ratio of leader’s amplitude to
the follower’s amplitude from 1 to 1.2, we show that the
follower can be pushed into the optimal band structure and
increase its efficiency enhancement.

3 Conclusion

In this study, we find that leading-edge separation is a key
element to formation of in-line stable positions and stable
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positions are scaled by the actual wake wavelength. Further-
more, at stable positions, swimmer’s propulsive efficiency
can be optimized by using unmatched amplitudes between
the leader and follower.
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1 Introduction

Metachronal paddling is a common strategy used for lo-
comotion and fluid transport in numerous aquatic animals
[1-5]. Sequential, reciprocating motion of multiple ap-
pendages (or cilia) are used to displace ambient water near
the animal, starting from the posterior to the anterior (see
Figure 1 for example). The coordinated motion generates a
metachronal wave that travels in the direction opposite fluid
motion. Aquatic animals that use metachronal paddling
for locomotion show wide variation in body and appendage
shapes, as well as in the number of appendages. Even within
the same species, individuals often undergo drastic changes
in body form throughout their development. An example
of this is the transition from larval to adult stages in marine
copepods, which grow additional body segments (with addi-
tional legs on these segments) during the copepodite stages
of development.

Previous studies have shown that relative to synchronous
motion, pure metachrony (metachronal power and recov-
ery strokes) [3,6] or hybrid metachrony (metachronal power
stroke and near-synchronous recovery) [7] can help to aug-
ment the propulsive forces. These two locomotion strate-
gies are widely employed by crustaceans. These crustaceans
have a number of closely spaced swimming legs (ranging
from 2-38) and swim across a wide range of Reynolds num-
bers (ranging from 40-5000) [8]. The phase lag [9] and
spacing [6] between these paddles have both been shown
to affect swimming performance, so it is believed that in-
teractions between tip vortices on adjacent paddles are es-
sential to the metachronal paddling strategy. However, the
dynamics of these interactions, and the effects of changing
the Reynolds number and number of paddles on these inter-
actions are not well understood.

In order to investigate the effect of varying number of
paddles on the tip-vortex interactions that occur during
metachronal paddling, we used a programmable robotic
paddling model (nicknamed the ‘krillbot’) on which it is
possible to prescribe a wide variety of paddling kinemat-
ics [7], and which we modified to accommodate a variable
number of paddles. First, the effect of paddle tip-speed
based Reynolds number (which was varied from 21-54,700)

! This work was supported by the National Science Foundation awards
CBET 1706762 and OCE 2023675 to A.S.
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Figure 1: Ghost shrimp swimming. Five pairs of closely
spaced swimming legs are stroked metachronally to gener-
ate propulsive forces.

Table 1: Experimental test conditions used in the study on
the effects of phase lag and number of paddles on tip vortex
dynamics.

No. paddles
1,3,5,7

Phase lag ¢ (%)
0,5,10,15,

Reynolds number (Rer)

Conditions 50,100,200

on the swimming performance and the tip vortex circulation
was determined using a fixed set of kinematics but varying
the stroke frequency and fluid kinematic viscosity. Then,
the model was programmed to perform a metachronal pad-
dling stroke with a stroke amplitude of & = 70° and variable
phase lags between adjacent paddles ranging from ¢ = 0%
to ¢ = 15% of the total stroke time. The number of paddles
in the system was varied from 1 to 7, and Reynolds num-
bers from 50 to 200 were achieved by varying the stroke
frequency. The test conditions for determining the effects of
phase lag and number of paddles are given in Table 1.

2 Results

From the initial study on the effects of Reynolds number
on the swimming performance and tip vortex circulation,
it was found that both the Reynolds number based on the
swimming speed and the Reynolds number based on tip vor-
tex circulation both scale linearly with the Reynolds number
based on paddle tip speed. These Reynolds numbers are
plotted against each other in Figure 2.

For the second portion of this study, we performed two-
dimensional (2D), two-component, time-resolved particle
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Figure 2: Scaling of Reynolds numbers calculated based on
the swimming speed (Rep,qy) and the tip vortex circulation
(Rer) as a function of the Reynolds number based on the
prescribed kinematics (Rey). Solid markers represent Rer
while hollow markers represent Reg,qy.

image velocimetry (2D-2C TR-PIV) on the wake generated
by the metachronal paddling robotic model operating under
the test conditions given in Table 1. By testing with odd
numbers of paddles, we were able to compare flow charac-
teristics around the central paddle on the robotic model, and
the interactions that the tip vortex from the central paddle
has with the vortices generated at the tips of the adjacent
paddles.

Figure 3 shows the velocity field of the paddling system with
1 and 5 paddles at the mid-point of the power stroke. The
metachronal nature of the stroke causes adjacent paddles to
all be at different points in their stroke cycle, which results
in interactions between the tip vortices on the paddles. Fig-
ure 3 shows how the vortex generated on the tip of the center
paddle in the 5-paddle case differs from the tip vortex in the
1-paddle case. When more paddles are added, the tip vor-
tex stretches and separates from the paddle tip, which helps
to dissipate the counter-rotating vortex that was formed on
the adjacent (upstream) paddle during the previous recovery
stroke. This could help to minimize the drag which is ex-
perienced by the adjacent paddle during the recovery stroke,
thereby improving the paddling performance. For a given
number of paddles, varying inter-appendage phase lag can
be used to modulate the hydrodynamic interactions for dif-
ferent needs such as cruising, escaping and feeding.

3 Conclusions

In this study, it was found that Rep,y, Rer, and Rey, all scale
linearly with each other for a given set of paddle kinemat-
ics. Additionally, the number of paddles and the phase lag
between adjacent paddles can significantly affect the inter-
actions between the tip vortices, and therefore the swimming
performance. Interactions between the wakes of adjacent
paddles results in the formation of a large-scale paddling
wake, with these interactions changing based on the phase
lag and the number of paddles.
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Figure 3: Velocity vectors overlaid on vorticity fields for
the 1-paddle and 5-paddle cases at Re;, = 200 and ¢ = 15%.
The shown velocity fields are sampled from the time point
where the middle paddle has completed 50% of its respec-
tive power stroke.

Further information on the swimming performance and flow
field will be presented on the full range of variation of
Reynolds number, phase lag, and number of paddles.
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1 Introduction

Seal whisker inspired flow sensing is receiving increasing
research attention owing to its extraordinary sensitivity, ac-
curacy, and intelligence. Phocid seals can detect and track
artificial and biogenic hydrodynamic trails generated 30s
ago solely based on the mechanical signals on their whisker
arrays [1]. Behavior studies showed that by using the col-
lective array signals resulting from the interactions with on-
coming vortices, seals can locate and distinguish upstream
obstacles of different sizes and shapes down to 4 cm. It was
postulated that seals can correlate temporal-spatial patterns
of whisker array signals with surrounding flow patterns and
use the correlations for intelligent perception. A few recent
studies tried to uncover what flow features may be used by
seals for perception. By visualizing the flow fields in a be-
havior study, Wieskotten et al. [2] suggested that seals might
use the combined information of the highest velocities, the
steepness of velocity gradients, and the spatial extension of
wake to discriminate the size and shape of upstream objects.
Using bio-inspired artificial whisker arrays, Glick et al. [3]
suggested that the cross-correlation of the bending signals
from tandem pairs of whiskers may be used to detect vor-
tices and their passages. Our recent computational study [4]
showed that the signal patterns on whisker arrays can reflect
the strength, timing, and moving trajectories of upstream
vortex-induced jets. Another recent study [5] showed that
a supervised deep-learning model is able to infer the po-
sition of an upstream object from the tip displacements of
whiskers in an artificial whisker array.

Despite the previous studies, signal patterns on entire
whisker arrays remains largely unexplored. It remains
unclear what wake characteristics are captured by whisker
array signals and how seals interpret the signals to perceive
surrounding environments. In this study, we aimed to de-
velop an interpretable neural network model for establishing
the correlations between the upstream stimulation, wake
characteristics and whisker array signals. The acquired
knowledge is critical for developing smart flow sensors for

IThis work was supported by NSF under grant number 2144217. The
computation was supported by XSEDE project TG-CTS180004.
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accurately perceiving complex flow environments.

2 Results

Data Collection: Flow-structure interaction simulations
were conducted to generate training data. Figure 1(a) shows
the simulation setup. A circular plate of 40 mm in di-
ameter is placed 30 cm in front of the nasal tip of a re-
alistic harbor seal head. A uniform incoming flow of 20
cm/s was applied. An in-house sharp-interface immersed-
boundary-method based flow solver was used to simulate
the hydrodynamic wake structures. One-way flow-structure
interaction simulations were then conducted to obtain the
dynamics of each whisker. The details of the compu-
tational model can be found in our previous study [4].
Parametric simulations were conducted by systematically
varying the plate’s location defined by the center coordi-
nates (X, Y) and orientation defined by the two angles
(¢, B) shown in figure 1(a). Considering the geomet-
ric symmetries, five different values are assigned to each
parameter as follows: X = {—120,-60,0,60,120}, ¥ =
{0,50,100, 150,200}, o = {—45°,—22.5°,0°,22.5°,45°},
B = {—45°,-22.59,0°,22.5°,45°}. This results in a total
of 625 parametric cases.

Figure 1 (b) shows the vortex structures induced by the plate
in five representative cases: baseline, X=60, Y=50, o =
22.5, and B =22.5. The wake of the baseline is dominated
by two vortex rings alternatively shed with a 180° phase
difference. Varying the plate’s location only translates the
wake. Titling the plate changes the direction of the wake.
The wake is directed upward by a positive  which also
generates a stronger upper vortex ring and a weaker bottom
vortex ring. The wake is directed leftward by a positive a.
The translated and oriented wakes interact with the down-
stream whisker arrays, generating distinct mechanical sig-
nals at their roots. The phased-averaged bending moments
at the root of each whisker was first calculated, and then av-
eraged in four subzones of the whisker arrays for analysis,
as illustrated in figure 1 (c). Figure 1 (c) also shows the
obtained time history of the signals at the four subzones in
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Figure 1: (a) Schematics of simulation setup, (b) Vortex
structures in 5 representative cases, (c) time history of the
averaged root bending moment signals in each case

the five representative cases. Both the temporal and spatial
development of the signals are clearly different among the
cases. Overall, the X60 and Y50 cases show weaker signals
than the other three case. The at22.5 case has the strongest
signal located at the left bottom region.

Neural Network prediction The temporal evolution of the
whisker array signals was converted into a series of im-
ages in time. In each image, each pixel represents a single
whisker, and its color is rendered by the X and Y compo-
nents of the bending moment at each time instant. A video
transformer-based neural network was constructed which
takes the images as inputs and outputs the X, Y, a, and 8
of the corresponding case. The five-fold cross-validation
is used to train and validate the network. A Vision Trans-
former (ViT) [6] network architecture and a factorized self-
attention model [7] were employed. The techniques have the
advantages of capturing both temporal and spatial changes
of the inputs and more importantly, evaluating the impor-
tance of each pixel in capturing the changes. Therefore,
it enables constructing attention maps consisting of impor-
tant whiskers from which the major signal patterns for de-
cision making can be recognized for interpretation. The in-
terpretable learning is essential for understanding the funda-
mental sensing mechanisms.

Figure 3 (a) compares the network outputs to their ground
truth in all the validation cases. The prediction accuracy
is 94.4%, suggesting that the location and orientation of
the upstream obstacle is successfully inferred by the net-
work. Figure 3(b) plots the attention map of the whisker
arrays in the five representative cases with the darkness of
the blue color representing the level of importance of each
whisker. In the baseline case, the importance is more evenly
distributed among the whiskers. In the cases of X60 and
B22.5, the important whiskers are in the upper tip of the two
whisker arrays, corresponding to the translation and tilting
of the wakes. In the cases of Y50 an ¢22.5, the important
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Figure 2: (a) Network prediction of locations and orienta-
tions of the plate against the ground truth. (b) The inferred
attention map of the whisker arrays in the five cases.

whiskers are at the bottom of the whisker arrays, also corre-
sponding to the changes of the wake trajectories.

3 Conclusion

In this study, an interpretable neural network based deep
learning model was developed for predicting an upstream
obstacle’s location and orientation by using the bending mo-
ment signals on the whisker arrays induced by the wake of
the obstacle. A vision transformer network architecture and
a factorized self-attention model were employed for captur-
ing attention maps of whiskers from which major signal pat-
terns in decision making can be identified for establishing
correlations between upstream obstacle information, wake
characteristics and signal patterns, which is essential for
understanding the fundamental mechanisms of smart flow
sensing of seal whisker.

Flow-structure interaction simulations were performed to
generate the training data of the wake and whisker array
dynamics induced by an upstream plate with varied loca-
tion and orientation. The neural network was successfully
trained and shows a 94.4% accuracy using five-fold cross
validation. The inferred attention maps of the important
whiskers correspond well to the changes of the wake struc-
tures and trajectories. The results suggest that the proposed
neural network algorithm can perceive important character-
istics of an upstream object with hydrodynamic sensing as
well as to decode complex signal-disturbance correlations
for intelligent flow sensing.
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1 Introduction

The grace and beauty displayed by swimming animals have
captivated biologists and engineers alike for many decades.
Through over 500 million years of evolutionary pressure,
swimmers have converged on common features and be-
haviours different from traditional human-made swimming
machines. There is the possibility that animals’ propulsive
mechanisms are inherently highly efficient, maneuverable,
and stealthy, which has led to intense study of the fluid dy-
namics of biological swimmers [1].

Through observations and measurements of animals, it is
known that swimmers can control their fin curvature, dis-
placement, area, and stiffness [2,3]. It stands to reason that
swimmers may be able to utilize their muscles on the time
scale of the oscillation of their propulsors to tune perfor-
mance, e.g., by dynamically changing the stiffness of their
propulsors. In this work we will show that, from a purely
hydrodynamic perspective, time-varying stiffness leads to
propulsive benefits over constant-stiffness propulsors [4,5].

2 Problem setup

Consider a two-dimensional, inextensible plate in a fluid
flow, as sketched in Figure 1. The plate has thickness d
and length L, and we assume that it is thin (d < L) and
that its maximum deflection is small, with its slope |Yy| < 1.
The deflection Y of the plate is then governed by the Euler-
Bernoulli beam equation. The plate has density ps, time-
varying Young’s modulus E(¢), and second moment of area
I = wd? /12, where w is its width. The plate is immersed
in an inviscid and incompressible fluid with density py and
freestream speed U. The fluid imparts a hydrodynamic load
onto the plate, given by the pressure difference across the
plate, Ap. The perturbation velocity is assumed small, and
the flow is attached.

We heave and pitch the plate at its leading edge at a fre-
quency f with amplitudes sy and 6y, respectively. We also
let the stiffness vary in time, with twice the frequency of
actuation. Key dimensionless parameters are
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Figure 1: A two-dimensional plate with time-varying
Young’s modulus moving through a fluid.

We will investigate the effect of the amplitude of the stiff-
ness oscillation in depth. This amplitude is denoted by So;
So = 0.5 means that the stiffness oscillates with an amplitude
that is 50% of the mean stiffness. The phase of the stiffness
oscillation relative to the leading-edge actuation is ¢s.

We solve for the motion of the plate by adapting the method
in [6]. The main quantities of interest are the dimensionless
thrust, Cr, and the efficiency, 1.

3 Results

For brevity, we only describe representative results for a
heaving plate here. When the time-varying stiffness is in
phase with the motion (¢s = 0), the plate is stiffer at the
extremity of the heave motion and softer at the mid-stroke.
Conversely, when the time-varying stiffness is out of phase
with the motion (s = 7), the plate is softer at the extrem-
ity of the heave motion and stiffer at the mid-stroke. Both
phase differences lead to an increased trailing edge ampli-
tude around the first resonant frequency of the plate, at least
in a region of parameter space where Euler-Bernoulli-type
behaviour is observed. When ¢ = 0, the motion lags that of
the equivalent constant-stiffness plate, while when ¢g = 7,
the motion leads that of the equivalent constant-stiffness
plate.

The thrust and efficiency are shown in Figures 2 and 3, re-
spectively. Both plots show the effect of time-varying stiff-
ness. The frequency range is centered about the first reso-
nant frequency of a plate with a mean stiffness of S = 20.
Generally, adding periodic stiffness leads to a continuous
and substantial increase in thrust as the stiffness oscillation
amplitude increases, with up to a 35% increase in thrust
when |So| = 0.5. For ¢5 = 0, the resonance is shifted
to higher frequencies, while for ¢s = 7 the resonance is
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Figure 2: Thrust for a heaving plate with gradually increas-
ing stiffness oscillation amplitude. The mean stiffness is

§=120,/5=1,and R =0.01.

Figure 3: Same as Figure 2, but for efficiency.

shifted lower. Past the resonant frequency, the ¢s = 7 case
yields slightly lower thrust than the baseline case. The
trailing-edge amplitude follows nearly the same pattern as
the thrust does, suggesting that the main mechanism through
which time-varying stiffness increases thrust is an increase
in trailing-edge amplitude. For constant-stiffness plates,
thrust also generally displays the same behaviour as trailing-
edge amplitude.

For efficiency, we observe the opposite behavior. Perfor-
mance benefits for ¢s = 0 occur below the baseline resonant
frequency, while for ¢s = 7 they occur above the baseline
resonant frequency. For both phases of the stiffness oscilla-
tion, there are frequencies yielding greater efficiency than
the constant-stiffness plate, as well as frequencies yield-
ing lower efficiency. The effect of time-varying stiffness
on the efficiency is much milder than it is for thrust, how-
ever, as time-varying stiffness only changes the efficiency
by An < 0.05. This suggests that time-varying stiffness may
be a strategy to substantially increase thrust without much,
if any, penalty in efficiency.

The time-varying stiffness leads to cross-frequency coupling
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in the kinematics, which does not occur for a constant-
stiffness plate in the low-amplitude regime that we consider.
The timing of the stiffness oscillation is crucial in determin-
ing the resulting propulsive performance. We find that thrust
generally increases the most relative to the constant-stiffness
case when /2 < ¢5 < 27m/3, and efficiency boosts peak
near ¢s ~ 37 /2. However, it is important to note that time-
varying stiffness may also lead to performance hindrances
depending on the frequency.

Lastly, we note that when o and Sy are large enough, a
Floquet analysis reveals the emergence of tongues of in-
stability in the So-S plane. Such tongues are characteristic
of parametrically excited systems. While instability usually
has a negative connotation in engineering applications, these
unstable regions could potentially lead to greatly enhanced
propulsive performance since an instability would produce
large deflections from small actuation. Our linear method
cannot capture the saturation of the instabilities, but we be-
lieve that exploring the unstable regions via experiments or
nonlinear simulations is a promising direction.

4 Conclusion

In this work, we explored the impact of time-periodic stiff-
ness on an oscillating plate in a free stream—a model for
swimmers. We found that the oscillation in stiffness has a
significant impact on the thrust and kinematics. The impact
on thrust is most prominent, with time-periodic stiffness in-
creasing thrust by up to 35% at the first resonant peak. The
impact on efficiency is, on the other hand, mild, with the
efficiency changing by An < 0.05. The changes in thrust
and efficiency are often negatively correlated. These perfor-
mance changes are consistent across heaving, pitching, and
combined pitch-and-heave motions.

While there may not yet be concrete evidence of biological
swimmers actively changing their stiffness on the time scale
of their kinematic frequency, we have presented strong evi-
dence that there would be a hydrodynamic benefit to doing
so. This may be a promising avenue to pursue when design-
ing robotic swimmers.
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1 Introduction

The interaction between crops and wind is continuous and
strongly coupled process. Crop plants move in the wind
and show a wave-like movement pattern. The wave is of-
tentimes visible as it is represented as a bending progressive
motion over the plants known as Honami for crops and Mon-
ami motion for underwater vegetation. In Dupont’s paper
in 2010 [1], universal characteristics of turbulent flow over
vegetation canopies are identified from the flow simulations,
following the previous observations in situ and wind tunnel
experiments [2]. Later, He ef al. [3] and Wang et al. [4] nu-
merically studied the submerged vegetation canopy as a sin-
gle object or a group of connecting spherical units. Yet, most
numerical analyses on this topic focus on homogeneous un-
branched flexible stems while real vegetated canopies have
much more complex shapes and follow particular fractal be-
havior.

In this study, we employ a new computational modeling ap-
proach to study flow interaction with branched trees. The
computational model contains three components to repre-
sent this complex fluid-structure interaction problem. We
use the large eddy simulation to model the flow. For the
structural system, the trees are represented as a multilink
system and its connecting rotational joints. The geometrical
pattern of trees is assumed to be similar and follows a self-
similar fractal law while their placement and orientations
are considered to be random. By formulation of the tree
dynamics based on joint angles, a compact dynamic repre-
sentation is formulated using the Newton-Euler technique.
The aerodynamic drag forces are computed and expressed
as normal and tangential force components over the length
of each branch. The communication between the fluid and
solid domains is accomplished using the regularized kernel
delta function.

The validation of the model is done by comparison with re-
sults in Dupont 2011 [1]. Overall, similar parameters to this
study are assumed and the only difference between studies
is that in the current work rather than the use of a rigid cylin-
der and one mode of vibration to model a crop, a four-link
crop model is employed. The results of the streamwise ve-
locity component, the momentum flux, and Reynolds stress,
etc. from the new model compare well with the previously
reported values.

! This work was supported by funding_NSF under grant number CBET-
1943810
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The canopy deformation pattern and turbulent flow statistics
are investigated by varying the flexibility and the branching
ratio. In addition, the distance between the trees is modified
in both spanwise and streamwise directions to explore the
role of canopy configuration on mean energy transfer.

2 Results

Table 1 and figure 1 show the computational setup and sam-
ple snapshots of streamwise velocity are shown in figure
2 for three different tree flexibility represented with non-
dimensional Cauchy number Ca.

We first investigate the turbulent boundary layer interaction
over rigid fractal trees to study its intrinsic flow properties.
It is observed that the canopy (z/Hr < 1) is enveloped by
a wake region of reduced velocity in the streamwise direc-
tion, which is typical of flows over bluff bodies. Above
the canopy, a strong mixing process occurs characterized
by the presence of turbulent sweeps and ejections. At the
canopy top, the flow is dominated by sweep events that
penetrate the canopy [1], causing effective momentum and
turbulent energy transfer into the canopy. At z/Hr < 0.8,
the time-averaged flow velocity clearly shows a reduced
streamwise velocity region in the canopy region, while at
0.8 < z/Hr < 1, the flow velocity rapidly increases, signi-
fying the region where the bulk of momentum transfer be-
tween the atmosphere and canopy occurs.

Furthermore, to account for the effect of flexibility, three
cases are investigated based on our previous investigation
of fractal trees [5]. Semi-rigid tree case (Ca = 0.1,A4 =
2.6) with limited flexibility, flexible case with optimal tree
branching (Ca = 0.5, 44 = 2.6), and flexible trees with more
deflection at the trunk (Ca = 0.5,A4 = 2.0). Here A4 =
Ay /Ap is the fractal law between the mother branch and one
of its daughter branches. The bulk of the momentum transfer
between the environment and the canopy occurs just above
the canopy. In order to further dissect the fluid-structure in-
teraction of the problem, we separate the velocity into three
regions (gust, fast, and slow) based on velocity fluctuation
(«') similar to [6] and quantify the deformation of trees be-
low those regions. When u’ > 20tu,,,, the velocity is classi-
fied into gust regions, velocity within Qi < U < 200Uy
is classified as fast flow, and when #’ < —Q,, the flow
is tagged as the slow flow condition. Here, u,,,; is the root
mean square of &’ and « is the threshold value. In this study,
we fix o as 1.5.
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Table 1: Computational setup.

Non-dimensional paradmeters
17HT X 7HT X 7HT
401 x 161 x 161
Separation Distance (S, S)) 0.8Hr
Slenderness Ratio (D7 /Lt) 0.3
Ca 0.2,0.66,2
Branching Ratio (1) 2.6,2.0

Domain size
Fluid grid

17Hr
Symmetric B.C

ﬁ Pressure driven flow WT
[Pz /

Symmetric B.C lo ‘J
|

Momentum drag B.C (Dupont)

Figure 1: Comuputional setup.

A Honami phenomenon is observed and further investigated.
It is found that the tree canopies are bending and extending
in the gust flow region, starting to come back in the fast flow
region and returning to the original position in the slow flow.

The gust region has the highest streamwise velocity magni-
tude and it is evident from the vertical velocity that gust and
fast velocity satisfy the sweep condition (#/ > 0, and w’ < 0),
while the slow flow satisfies the outward interaction condi-
tion ( > 0, and w > 0). The flow velocities also show
the same trends for more flexible tree cases (Ca = 0.5, at
Aa = 2.0, and 2.6). However, with increased tree flexibility,
the gust profile becomes more uniform above the canopy.
Also, all the velocity profiles show less modification at the
top of the canopy with increased tree flexibility, which sig-
nifies that larger intermittent eddies have sufficient energy
to penetrate deep into the canopy.

x/Hy

Figure 2: Streamwise velocity with Ca number at 0.2, 0.66
and 2 and the tree patterns.
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3 Conclusion

The LES-fractal canopy model effectively captures the tur-
bulent characteristics within and above the canopy. Trees
within the gust regions undergo more elevated static and dy-
namic deflections than those within fast and slow flow re-
gions. Energetic large intermittent eddies penetrate flexible
canopies better than rigid ones. The dominance of sweeps
at the canopy top signifies the importance of gusts in canopy
flows and this modifies the momentum transfer in flexible
canopies.

It was observed that trees within the gust region experienced
the most significant deformation, followed by trees in the
fast-flow region. Also, sweeps dominate the gust and fast
flow regions, while the slow flow region is dominated by
outward interaction.

Furthermore, this study shows that the momentum transfer
in a flexible tree canopy differs from rigid canopies and is
affected by the fractal nature of the branching trees. The
momentum flux and streamwise Reynolds stress of flexible
trees present a mild gradient around the canopy top, sig-
nifying more momentum absorption from the inertial sub-
layer. The energy budget and spectral analysis reveal how
the energy is exchanged between the flow and flexible trees
and explain why sweeps over flexible trees penetrate further
down the canopy, up to half the tree height, significantly dif-
ferent from rigid cases. Further exploration of different sep-
aration distances between trees also discloses how the trees’
arrangement affects the energy transfer between the differ-
ent layers and canopies.
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1 Introduction

Acceleration of a body in a fluid causes circulation shedding,
which impacts the forces on the object and the final charac-
teristics of the vortex wake; the timing of dissociation, or
vortex “pinch-off”, is of particular interest. A timescale of
T; = Uyt /c =~ 4 has been observed [1], beyond which a vor-
tex no longer accepts additional circulation. This has been
explained in terms of the Kelvin-Benjamin variational prin-
ciple that requires the kinetic energy provided by the gener-
ating body to be greater than that in the forming vortex [2].
Typically an impulse-normalised energy, E* = E, / VID3 [1],
where I is the vortex’s hydrodynamic impulse, I is the circu-
lation, and the vorticity-based kinetic energy is given by the
integral of the product of the stream function and vorticity,
E,=x[[.,, Yo dxdr, has been used to indicate this energy
ratio. In propulsive vortices, the moments of maximum cir-
culation and vortex separation are simultaneous with mini-
mal E*. A recent study [3] assessed the relevance of T} to
the case of drag vortices, concluding that E* relates to the
spatial arrangement of vorticity in the wake, and its plateau
does not coincide with vortex pinch-off. A key difficulty
in studying vortex pinch-off is the ambiguity in defining the
moment of vortex dissociation with the generating body. Of-
ten, this ambiguity is rooted in the Eulerian flow classifica-
tion methods used, which lack objectivity due to their frame
and threshold dependence. A more useful pinch-off defi-
nition can be obtained by employing Lagrangian Coherent
Structures to separate the flow field into dynamically distinct
regions based on the finite time Lyapunov exponent (FTLE).
The dynamical dissociation of a starting vortex with the gen-
erating body, or pinch-off, can be demarcated by a topolog-
ical saddle point, identified by the intersection of positive
and negative FTLE ridges. The initial motion of this saddle
point serves as an indicator of the pinch-off event [4].

In this study, we revisit the order of events associated with
starting vortex pinch-off from an accelerated body. Three
possible signifiers of pinch-off are assessed: The initiation
of motion of the FTLE saddle point, a minimum value of
E* being attained, and the cessation of growth of the ra-
tio, £ = 2E oy /Epiate; Where the Kinetic energy, Ecore =
2P J[.one (u*+1?)dA, per unit span within the starting vortex
structure was integrated over a region of positive Q-criterion
bounded upstream by the topological saddle point in the
FTLE field (fig. 1B) and the kinetic energy per unit span

supplied by the plate is given by Epjq. = %pU[%[m(%cz)
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[5]. By combining Eulerian and Lagrangian views, our
work supports the idea that £, does not signify pinch-off,
and clarifies its significance as a measure of compactness
of the starting vortex and thus of the shear layer’s roll-up
timescale. We highlight the importance of £, in determining
vortex pinch-off as a phenomenon of dissociation from the
generating body, distinct to, and preceding the roll-up of the
circulation into a starting vortex. Our data additionally sug-
gest qualitative variation in starting vortex topology at very
low accelerations. When £ has not yet reached unity by the
vortex roll-up timescale, T* (E;;,), the shear layer rolls up

nevertheless, followed shortly thereafter by pinch-off.

2 Method

A 60 x 30 x 3mm flat plate was started from rest in a
500 x 240 x 135mm tank (fig. 1A) of 69V /V% glyc-
erol/water mix. The plate underwent constant acceleration
until a target Reynolds number, Re. = Up,c/Vv. Accelerations
chosen were such that each of two target Reynolds num-
bers, Re. = 150, 225, were achieved within a dimension-
less acceleration time of 7, = 0.3, 1.0, or 4.0. Acceleration
was non-dimensionalised as o = ac? / v2, and expressed as
V& ~ Re (t) //T*. The wake was measured at the plate’s
centreplane, using two-component, planar particle image
velocimetry (PIV). Hollow glass spheres (Sphericel 110-P8,
p = 1100kg/m?3, d = 11.7um) were used as seeding. Par-
ticle images were recorded using a single LaVision Imager
pro HS camera (2016 x 2016 pixel CMOS sensor, Nikon-
35mm lens) at a rate of between 200 — 400Hz, depending on
motion case. Illumination at wavelength, A = 527nm, was
provided by a pulsed Nd-YAG laser (Quantronix, Darwin
Duo). The images were analysed using multi-grid cross-
correlation with initial and final interrogation window sizes
of 48 x 48 and 24 x 24 pixels, respectively, with 50% over-
lap, resulting in 17 vectors per chord length.

3 Results

Time-series of vorticity are plotted in fig. 1C, for each of
v/ou =290 and 80. In the higher acceleration case, a starting
vortex rapidly forms, while in the lower acceleration case
the circulation remains elongated in the form of a shear-
layer until at least 7* > 5. The FTLE saddle point location
is indicated in each panel. As in [4], the saddle point is ob-
served to remain in the vicinity of the generating body for a
time before suddenly departing downstream. For /o > 100,
saddle point motion begins at 7* = 3, but is observed to be
delayed at lower accelerations (fig. 1D, bottom).
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Figure 1: (A) Experimental setup, (B) Example field combining Q-criterion with FTLE ridges, and indicating saddle point
locations, (C) Example time series, with FTLE saddle marked, indicating qualitative topological difference between high and
low /& cases. (D) E* (top) and E (middle) variation with 7*. Bottom: Observed temporal locations of critical events.

The impulse-normalised energy, E*, is plotted in fig. 1D
(top). The solid curves represent a moving average, across a
window of 21 datapoints, with shaded regions indicating +1
standard deviation within the averaging window. In agree-
ment with the observations of de Guyon and Mulleners [3],
the magnitude of E* diminishes with time before reaching a
minimum of E* ~ 0.3. This occurs consistently at 7* =~ 4
(fig. 1D, bottom), in agreement with the universal optimal
vortex formation time widely discussed in the literature [1]
but is delayed compared to the beginning of FTLE saddle
point motion. The higher plateau value, E* ~ 0.4, observed
in low acceleration cases is indicative of the qualitatively
different vortex topology at these accelerations, in which
the circulation is more spread in the direction of motion as
compared with the higher acceleration cases where the shear
layer rolls up into a starting vortex much earlier (fig. 1C).

Although, E, at T* ~ 4 is in line with optimal vortex
formation time, it is unclear why the FTLE saddle moves
earlier, around T* ~ 3. The kinetic energy ratio, £ pro-
vides an answer: Its value increases monotonically until it
reaches approximately unity. In accordance with the Kelvin-
Benjamin principle, the vortex can at this point no longer ab-
sorb energy from the generating body, and £ subsequently
ceases to grow. The rate of increase of £ with respect to
T* is only weakly dependent on acceleration for high accel-
eration cases, but is significantly reduced at lower accelera-
tions. This results in unity being reached at roughly 7* ~ 3

64

for acceleration, /ot > 100. At lower accelerations, unity
is not reached until after T* (E};;,). Across all cases mea-
sured, the moment at which £ reaches unity and ceases to
grow is more closely associated with the moment of initial
FTLE saddle point motion than with the time of minimum
E*. This indicates that energy arguments, as per Kelvin-
Benjamin, are indeed the reason for vortex pinch-off. Af-
ter £ has saturated at 7* ~ 3 and the saddle point motion
has begun, the kinetic energy of the vortex core and feed-
ing shear-layer are dissociated from the plate. This pinch-
off precedes a rearrangement of the downstream circulation,
which continues to roll up into a compact starting vortex
on a formation timescale of T* & 4, as indicated by E*. In
low acceleration cases, our data indicate that the shear layer
downstream of the FTLE saddle grows slowly and does not
roll up until after the formation time of 7* ~ 4, when roll-up
occurs spontaneously and is followed shortly by pinch-off
leading to qualitatively different vortex wake structure.
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1 Introduction

In the last decade, data-driven modeling has played a crucial
role for the real-time prediction and control of engineering
systems such as aircraft wings and wind turbines. The com-
plexity of the model and their predictive accuracy vary on
the methodology adopted to construct them. In applications
involving high-dimensional fluid flows, techniques such as
proper orthogonal decomposition (POD) [1] and dynamic
mode decomposition (DMD) [2] are used to distill physi-
cally important energetic or dynamically important features
(spatial modes) of the flow. By projecting these features
onto the governing equations, reduced-order ordinary dif-
ferential equation models for the temporal evolution of the
features have been successfully constructed [3]. However,
rare short-term events tend to be ignored by the above modal
decomposition techniques as they primarily rely on the fre-
quency content of the features.

An alternate approach to building reduced-order models was
pioneered by Kaiser et al. [4] in which important features
of the system were coarse-grained into K clusters, each
with a representative centroid. The transitions between the
clusters were then modeled as a probabilistic Markov pro-
cess providing a linear evolution of the probability distri-
bution. The simplicity of the cluster-based representation
enables the identification of important transitions in am-
plitude and phase of the time-series signals that make up
the feature space and is modular enough to incorporate
full high-dimensional snapshots to limited sensor measure-
ments. This formulation has led to the development of de-
terministic—stochastic network models [5] and suppression
of extreme drag events in the turbulent bluff body flows [6].

In the present work, a novel cluster-based decomposition
method is presented for describing the nonlinear (forced)
dynamics of complex systems. The time-series measure-
ment data is collected by simulating the dynamical sys-
tem with added external forcing and coarse-grained using
k-means clustering. This process results in K centroids that
serve as basis vectors for our decomposition method, akin
to spatial modes in modal decomposition methods. By pro-
jecting the feature space time series onto the centroids, the
associated cluster coefficients (akin to modal temporal coef-
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search Award (Award no: DE-SC0022945, PM: Dr. William Spotz) and the
National Science Foundation Al Institute in Dynamic systems (Award no:
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ficients) are deduced using a sparse regression. This results
in a deterministic nonlinear predictive model for the evolu-
tion of the time-series measurements as opposed to proba-
bilistic linear Markov models as in the previous works. The
present formulation is especially attractive for model-based
control of the system dynamics. The decomposition method
is presented for the canonical model for chaotic dynamics,
the Lorenz system, and then applied to time-series data from
a fluid-structure interaction system.

2 Results

The collection of measurements in an n—dimensional fea-
ture space: xj(¢),x2(¢),x3(¢),.....,x,(¢) is segmented via k-
means clustering to obtain K centroids. For each feature
space co-ordinate x,, the cluster basis vector is given by
Cr =[Cy Cy Cy - CR)T e REX! \where r =1,2,3...n. We
can then describe each feature space co-ordinate as

x:(t) =P (t)C*" wherer=1,2,3...n (1)
where P* € R'X are trainable coefficients describing the
feature space evolution. The cluster coefficients P are
trained from the data and the obtained centroids using a
sparse regression procedure [7]. In this procedure, a library
of polynomial functions of the input data ®(X,U) is cre-
ated, where X = [P*1 P*2...Pr] are the cluster coefficients
for feature space co-ordinates and U is the input forcing.
The derivative of the coefficients are regressed with the li-
brary functions to obtain optimum value of the coefficients
Eas

X=0(X,U)=. )

As in the SINDy method, sequential thresholding is used
to construct a sparse model for the dynamics of the cluster
coefficients.

2.1 Lorenz System
The Lorenz system with external forcing u is given by

% =0o(y—x)+u, % =x(r—z)—y, % =xy—bz (3)
where 6 = 10,b = 8/3,r = 28. The characteristic butter-
fly attractor of the Lorenz system is divided into 10 clusters
by k-means clustering as shown in Fig. 1. The first lobe
consists of clusters 4, 1, 7, 5, and 2 and the second lobe
consists of clusters 8, 6, 10, and 3 with a transition cluster
9 through which switching between the two lobes occurs.
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The data collected from the numerical simulation, the cluster
centroids and the forcing term are used to predict the cluster
coefficient dynamics via a SINDy model as shown in Fig.
1. The model is trained for 10 seconds with a Schroeder-
phased harmonic forcing and then validated for the next 10
seconds with a sinusoidal forcing. For the present case, the
polynomial order for the library © is taken as 4.

(" Cluster-based Decomposition N

eyl

10

Cluster-based Predictive Model
States: X =02

X=[PQR] 1 PPk QU gK TioTK u Pl pip2piu

0000000000000 -9

y(®) = Q(DC, z() = R()C*
Figure 1: Cluster-based predictive model for a Lorenz sys—
tem.

The cluster transition matrix P;; representing the probabil-
ity of transition from cluster i to cluster j and the cluster
residence time 7;;, representing the probability of the trajec-
tory to remain in a particular cluster, are presented in Fig. 2.
The highest residence time is obtained for cluster 9. We see
a good agreement of transition probabilities and the cluster
residence time between the simulated system and the pre-
dictive model.
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Figure 2: Comparison of transition dynamics of original
Lorenz System (top) and SINDy model (bottom).

2.2 Fluid Structure Interaction

We also employ the current methodology for data collected
from a numerical simulation of 2D laminar flow over a com-
pliant flat plate [8]. Here, we consider an Euler-Bernoulli
beam at an angle of attack of 35 degree with compliance,
Kp = 0.3125. The Reynolds number of the incoming flow
is 100. We add a sinusoidal localized force to the Navier-
Stokes equation to mimic a blowing/suction type actuator
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near the separation location over the plate. Cluster decom-
position is applied over the time-series data of aerodynamic
forces Cy,Cp and strain energy(S) as seen in Fig. 3. Separate
SINDy models are trained for fluid and structure properties
by employing C;, and Cp for fluid and strain energy S and its
time derivative,S, for structure. It is clear from Fig. 3 that
the model prediction is in good agreement with the DNS re-
sults.
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Flgure 3 Cluster- based prediction for a unsteady baseline
and forced fluid-structure interaction system.

3 Conclusion

We presented a cluster-based model for predicting the non-
linear dynamics of complex systems. The method was
demonstrated for a (forced) Lorenz system and then for a
2D laminar flow over a compliant flat plate with momentum
injection external forcing. The dynamics of both systems
are efficiently captured by the predictive model. As the data
is obtained by employing a time-dependent forcing for both
systems, coupling of the present framework with a model-
predictive control strategy is currently in progress.
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1 Introduction

We discuss how desired dynamical responses can be im-
posed on a flexible sheet placed in flow without directly
interacting with the structure but by manipulating the fre-
quency and strength of vortices that are generated upstream.
We do this by controlling the shedding and strength of vor-
tices that interact with the flexible sheet through imposing a
forced rotation to a cylinder that is placed upstream.

When a flexible structure is placed in flow it could oscillate
due to its interactions with the incoming flow of fluid (the re-
sponse of a flag in wind, for example) (a summary is found
in [1-3].) The incoming flow that interacts with the flexible
structure could be uniform (i.e., non-disturbed and with a
uniform flow velocity across the field) resulting in problems
such as Vortex-Induced Vibrations (VIV) (e.g., [4, 5], gal-
loping and flutter [6]), or it could be the already-disturbed
flow due to its previous interactions with an object placed
upstream, resulting in Wake-Induced Vibration (WIV) prob-
lems [8], in which the downstream structure interacts with
vortices that are shed from the upstream object and reacts to
those vortices. Naturally, the frequency of vortices that are
shed from the upstream object dictates the response of the
downstream flexible structure.

If, however, the cylinder is externally forced to rotate, then
the shedding of vortices in its wake can be controlled. For
example, if the cylinder is forced to rotate in one direction,
the wake can be deflected to one side, and for larger rotation
rates, the vortices can be entirely suppressed. If the cylinder
is forced to rotate periodically, the frequency and strength
of the shed vortices can be controlled by the rotation of the
cylinder, and sometimes vortices much larger than the cylin-
der diameter can be shed in the wake. By forcing the cylin-
der to rotate at different frequencies or following different
waveforms, one can create several other shedding patterns
in the wake. Then it can be expected that if an object is
placed in this controlled wake, its motion can be controlled
as well.

In our recent work [7], we conducted a series of experiments
in which we placed a hydrofoil in the wake of a cylinder and
controlled its motion by imposing rotations on the cylinder.

IThis work is partially supported by the National Science Foundation
under grant number CMMI 2024409.
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Figure 1: A schematic of a flexible sheet placed in the wake
of a cylinder forced to rotate. By forcing the rotation of the
upstream cylinder, we control the frequency and strength of
the vortices that interact with the flexible structure, thereby
controlling the response of the flexible sheet.

The vortices that were shed from the cylinder were shed at a
frequency equal to the rotation frequency. Then the hydro-
foil that was placed in the wake found its way in between the
vortices that were shed and whose frequency and strength
were imposed by the rotation of the upstream cylinder.

Here, we discuss how the response of a flexible sheet that is
placed in the wake of a cylinder forced to rotate can be influ-
enced by controlling the shedding of the upstream vortices.

2 Results

For these experiments, a 1.9 cm diameter, 46 cm long alu-
minum cylinder was fixed to a Velmex PK245 stepper mo-
tor through a Vex VersaPlanetary 5:1 reduction gearbox and
suspended vertically in the test section of a recirculating wa-
ter tunnel. A flexible sheet was placed in the wake of the
cylinder (figure 1). The sheet was attached to a string at its
leading edge and the string was fixed at the two ends of the
test section of the water tunnel. The rotation of the motor,
and in turn the cylinder, was controlled by the stepper motor
controller, programmed in MATLAB. Position of the cylin-
der was measured by an encoder, and response of the sheet
was captured using a high speed camera. The sheet edge
was tracked using the object tracking feature in Adobe After
Effects and the collected data were processed in MATLAB.
Flow visualization was conducted using Bubble Image Ve-
locimetry technique.

We conducted a series of experiments using this setup to
study the response of a flexible sheet in the wake of a cylin-
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der forced to rotate periodically. Sample results of these
experiments are shown in figure 2. We first considered the
case where the cylinder was fixed. In this case, as expected,
vortices were shed in the wake of the cylinder at a frequency
predicted by the Strouhal law (which says the shedding fre-
quency increases linearly with the incoming flow velocity).
The flexible sheet placed in the wake then interacted with
these vortices and found its way in between them. Since
the shedding frequency was governed by the incoming flow
velocity (which was kept constant in these experiments) the
interactions between the flexible sheet and the vortices could
not be controlled by the user. We then applied a known fre-
quency of rotation to the upstream cylinder (we picked 1 Hz,
only as a sample). By forcing the upstream cylinder to rotate
at 1 Hz, we then controlled the shedding frequency of the
vortices in its wake, which were shed at 1 Hz as well. Then
an external force with a frequency of 1 Hz was applied to the
downstream sheet, and the sheet oscillated at that frequency
(the middle plot in the figure), resulting in relatively large-
amplitude oscillations at a prescribed frequency. We then
increased the frequency to 2 Hz as another sample point and
as aresult shed vortices at the frequency of 2 Hz in the wake,
which then excited the sheet at that same frequency and re-
sulted in very small amplitude oscillations in the sheet (the
plot on the right in the figure). The differences in the re-
sponses in the right two plots of figure 2 are very obvious.
They have been obtained at the same incoming flow veloc-
ity, and only by changing the frequency of rotation of the
upstream cylinder.

We also investigated the influence of asymmetric forcing,
which would impose asymmetric response on the flexible
sheet. We conducted experiments with an asymmetric in-
put waveform in which the forcing frequency in the counter-
clockwise rotation was four times that in the clockwise rota-
tion. The result was that the response of the sheet switched
from oscillations to almost static within each cycle of cylin-
der’s rotation, i.e., a combination of responses similar to
those shown in the two right plots of figure 2, but obtained
within the same cycle.

3 Conclusion

We have conducted a series of experiments to show how the
response of a flexible sheet placed in the wake of a cylinder
can be controlled by forcing the cylinder to rotate at pre-
scribed frequencies. By doing so, the vortices that are shed
in the wake of the cylinder follow the prescribed frequency
of the rotating cylinder and therefore the sheet responses at
a desired frequency. We also investigated the response of a
flexible sheet in the wake of a cylinder forced to rotate with a
4:1 ratio between the CCW and CW rotations, thereby creat-
ing an asymmetric response in the sheet and we showed that
using this method, non-trivial responses can be imposed on
the sheet.
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Vortex formation in an instationary rotating cylinder with barrier
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1 Introduction

Recent experiments [1] have indicated inconsistencies with
the current force estimation of impulsively started objects.
It seems evident that more research is needed to fully under-
stand the behavior of fluids a high rate of change in their
motion. Gaining knowledge on the behavior and result-
ing forces of these unsteady flows is important for numer-
ous applications; impact forces on structures, propulsion in
sports [1], but also insect flight [2] are relevant examples.

The current work focuses on the the influence of acceler-
ation in rotational systems. Few movements that we see
around us are purely rectilinear, and to be able to understand
more complicated flows and paths it is important to study
purely rotational flows. An example of a pure rotational
movement can be found in the inner ear. Forces resulting
from the angular acceleration of a sudden head movements,
rather than from the rotation itself, have shown to be leading
for deformation of the cupula [4]. This is the structure re-
sponsible for movement to signal conversion in the vestibu-
lar system [3]. A result from this research can be seen in
fig. 1a, which, when presented in a rotating frame of refer-
ence, shows us the vortex partially responsible for this de-
flection.

To further study these kind of vortices and the forces they ex-
ert in rotational systems an experimental setup is designed.
We use a simplified representation of the inner ear, consist-
ing of a cylinder with a partial barrier, shown in fig. 1b.

2 Experimental setup

The designed setup consists of a cylinder with radius r of 7.2
cm on a turntable (Zaber X-RSB120AD-EO1). The cylinder
has no lid (and thus a free surface), and the camera (GoPro
HERQ?7) is pointed down. Within the cylinder there is a
barrier fixed at the cylinder wall. The camera is mounted
to the cylinder, moving along with it. Hence, we observe
the flow in a rotating frame of reference with non-stationary
angular velocity Q(z).

An initial rotational velocity g is chosen and we wait for
the flow to reach a steady state. At 7 the rotational velocity
is increased as Q(t) = Qg + ar, with rotational acceleration
a. This initiates spin-up and the formation of a tip vortex.

'This work was supported by ERC-AdG Grant 884778 ‘Impulsive
Flows’
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Figure 1: (a) Simulations (CED, FEM and FSI) of the
flow in the vestibular system due to a non-stationary an-
gular velocity Q(¢). Results from [4]. (b) The velocity
field including streamlines in a rotating cylinder with bar-

rier (t =ty +22s). Both (a) and (b) are in a rotational frame
of reference.

(b)

3 Results and future work

Using particle tracking velocimetry (PTV), we are able to
estimate the particles paths and with that the local particle
velocities. PTV allows for a high spatial resolution even in
presence of strong shear [5], which is crucial considering the
velocity field around the barrier is our main focus.

In fig. 2 the formation and breakdown of the tip vortex
is shown, including the steady state solution for ¢ < #g in
fig. 2a. It can be noticed that the velocity field is divided
into cells of which the size is determined by the barrier. This
is something that is commonly seen with nonaxisymmetric
geometries [6,7]. When the rotational velocity is increased
a vortex appears at the tip of the barrier, with the total cir-
culation T’y and tip velocity |V|gp, reaching a maximum
around ¢ = fy + 7s. After this, while continuing to grow in
size, the vortex reaches the wall and later detaches from the
barrier while breaking down.

In fig. 3 a comparison is made of our experiments with the
potential flow solution [7]. For ¢t =ty + 2s the streamlines
are plotted in the relative frame of reference, as seen in fig.
3a. The cellular structure is still clearly visible and, except
for the flow around the barrier, the change in comparison to
the steady state solution is not directly clear. In fig. 3b the
steady state solution is subtracted, and there is a clear agree-
ment of these streamlines with the potential flow solution
in fig. 3c. However, from fig. 2b it can be noticed that the
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Figure 2: (a)-(f) The velocity field and vorticity during the formation and breakdown of the tip vortex. At ¢ =ty the angular
velocity is changed. The colorbar in (f) represents the vorticity @ in all figures, including fig. 3. (g) Here the total circulation
(T'tota1) and tip velocity (|V|ﬁp) is shown over time. An asymmetrical ramp profile is observed in the circulation.

solutions start to differ.

We are currently investigating how long and in what situa-
tions the comparison in fig. 3 holds, with the extension to
other quantities, e.g. the forces. For a straight path these
have shown to be clearly deviating from potential flow the-
ory, even at high Reynolds numbers, as well as being af-
fected by the magnitude of the acceleration [1].
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Figure 3: Streamlines and vorticity at r =f9+2 s. (a) As
measured in the rotational frame of reference. (b) After
subtraction of the steady state flow solution for t < 7y. (c)
Streamlines of the potential flow solution for spin-up in a
cylinder with barrier [7].
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Introduction

The dynamics of coherent structures in wakes are of particu-
lar interest in aero- and hydrodynamic applications, as they
have a relationship with the drag on a body. Understand-
ing the primary coherent structures within a wake and their
dynamics can help us further understand and develop mod-
els, which can be used for practical design considerations,
such as reducing the drag on vehicles, or vehicle identifi-
cation. If structures within vortex-dominated flows contain
specific characteristics, we may also be able to use this in-
formation for identification, spatialization, and localization
applications.

One approach to modelling a wake is through modal de-
composition. Reduced-order models can, and have, been
used to estimate the turbulent kinetic energy and Reynolds
stresses in a wake, by considering only a finite amount of
modes, reducing computation demands. The wake is typi-
cally dominated by two azimuthal modes: the vortex shed-
ding (m = 1) mode, and the double-helix (m = 2) mode,
which contains roughly 20 —35% of the total fluctuating en-
ergy of the wake [1,2]. Each azimuthal mode has distinct
characteristics, such as a peak at a specific Strouhal num-
ber St = fIU~!, where f is the frequency, [ is a character-
istic length, and U is the free-stream velocity. The m = 1
mode, for example, is associated with vortex shedding. In
the near field, these structures dominate the flow and have a
Strouhal number of St ~ 0.11. Far downstream, the m = 2
mode eventually dominates the flow. This mode has its max-
imum energy at very low frequencies St — 0 [3].

Johansson & George experimentally examined the wake be-
hind a disk with Reynolds number Re = 26,400 using pairs
of hot-wire measurements at fixed radial distances and angu-
lar separations at different downstream locations [2]. By ex-
amining the cross-correlations of these measurements, they
extracted the energy associated with each azimuthal mode
of the wake. They found that the two modes were equally
important around x/D = 30. The authors note that soon after
the m = 1 and m = 2 modes have similar strength, the wake
approaches equilibrium similarity, as the mean deficit and
turbulence intensity collapse in similarity variables. Nidhan
et al. numerically examined the axisymmetric wake behind
a disk at Re = 50,000 [1]. Using spectral proper orthogonal

I'This work was supported by the FRQNT under grant number 287781.

71

decomposition (SPOD), they extracted the azimuthal energy
from planes of data. Similar to Johansson & George [2],
they found that the intersection of the m = 1 and m = 2 az-
imuthal modes occurs around x/D = 35. Nedi¢ et al. ex-
amined the wake behind flat plates of various geometries at
Reynolds number Re = 82,000 [4]. Using pairs of hot-wire
measurements at a fixed radial distance, they extracted az-
imuthal energy at the radial distance where vortex energy is
at its strongest. They found that the relative amount of fluc-
tuating energy contained in the m = 1 mode depends on flat
plate geometry. For example, at x = 10/, where [ = /A is
the square root of the area of the plate, the relative amount
of fluctuating energy in the m = 1 mode is 73% for a disk,
while for Dy = 1.5 fractal plates (fig. 1), it decreases from
63% to 55% with increasing fractal iteration.

The vast majority of our understanding of the underlying
dynamics of axisymmetric wakes are from wakes gener-
ated by disks, which themselves are axisymmetric. It is
known, however, that other vehicles and shapes also pro-
duce axisymmetric wakes which have a different structure
than those created by disks. We will investigate to what de-
gree the initial geometry of a body generating an axisym-
metric wake affects the spatial behaviour of the large-scale
structures that are generated. Specifically, our objective is to
determine the rates at which the first two azimuthal modes
decay in the near wake region, and to understand what as-
pects of the initial geometry drive any observed changes. We
will begin our study by examining the wake decay of disks.

Experimental Setup

Preliminary analysis has been performed on the hot wire
measurements from Nedi¢ et al. [4]. This data was ac-
quired with disks, square plates, and fractal plates of vari-
ous fractal dimensions. All plates had a characteristic length
[ = v/A = 50 mm, with increasing perimeter P, with increas-
ing fractal dimension. Hot wire measurements were taken at
thirteen pairs of angular separation a fixed radial distance of
r =~ 8, where & is the integral width of the wake, which is
where vortex shedding energy is at its strongest. Unlike the
experiments of Johansson et al. [3], who measured veloc-
ity fluctuations at several radial distances, all measurements
were gathered at a fixed radial distance. For all measure-
ments, the velocity was fixed at 12.8 m/s, corresponding to
a Reynolds number of Re = 82,000.
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The streamwise velocity fluctuations u; (¢) and u»(¢), where
“1” and “2” denote two signals at a fixed radial distance and
azimuthal separation A@, were used to separate the flow into
azimuthal modes with Fourier decomposition. The amount
of fluctuating energy found in each azimuthal mode is

] T
Cian(fom) = - [ Cualf.A9) cos(map)d(ag), (1)
where Cj is the coincident spectra, the real compo-
nent of the cross-power spectral density Ej; between
signals u;(t) and uy(¢), and C,,, the discrete coeffi-
cients of a Fourier series of Cjp, such that Cj»(f,AQ) =

Y=o Ci2m(f,m)cos(mAg).

Results and Conclusions to Date

The Fourier decomposition shown in Eq. 1 was applied to
the Nedi¢ et al. [4] data for each plate at downstream po-
sitions of x/I = {5,10,20}. For each disk and location, the
peak fluctuating energy Ci» ,, and its corresponding Strouhal
number was recorded for each azimuthal mode. For each
plate, a power law was fit to the peak fluctuating energy of
each mode to observe their decay. The intersection of the
m = 1 and m = 2 decays was observed, where both modes
contain equivalent energy, is shown in fig. 2.

In the case of the circular disk, the m = 1 and m = 2 modes
have equal strength at x/I = 35, which is consistent with the
aforementioned studies. Similarly, the wake of a square disk
has a crossover point at x/I = 33. However, once we con-
sider the wakes of fractal plates, the decay of both modes
changes. Consider the Dy = 1.5 fractal plates; as noted by
NediC et al. [4], the amount of fluctuating energy contained
in the m = 1 is less than that of a circular disk. As the frac-
tal number increases, the crossover point occurs later down-
stream, as the m = 1 mode appears to decay at a lower rate,
while the m = 2 mode tends to decay at a steeper rate than
in the wake of the disk. Similarly, when isolating for a fixed
P,/1, the Dy = 1.5 plates tend have intersection points fur-
ther downstream than Dy = 1.3 plates.

Future Work

Although these plates generate axisymmetric wakes, it is ev-
ident that the spatial decay of the two dominant modes in the
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Table 1: Wake properties of various plate geometries.

Plate m=1decay m=2decay Intersection (x/l)
Disk (s) (a) 1.82 0.91 35
Square (M) (b) 1.79 0.95 33

Dy =15(1)(A) (©) 1.82 1.02 65
Dy =1.52)(») (d) 1.50 1.19 83
Dy =1503)(V) (e) 1.55 1.16 101
Dy =13(1)(2) () 1.47 L13 174
Dy = 1.3(2)(>) (®) 1.69 0.95 36
Dy =13(3)(v) (h) 1.78 0.94 36
Dy =13(4)(<) () 1.73 1.02 48
Dy =13(5(0) () 1.73 1.05 53

10°
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Figure 2: Downstream location of crossover points vs P, /I
for various flat plate geometries. Legend provided in table 1.

wakes is significantly altered. Moreover, there appears to be
an apparent trend in terms of the downstream distance where
the double-helix mode dominates over the vortex shedding
mode. In order to accurately compare these results to those
in the literature, time-resolved Particle Image Velocimetry
(PIV) will be used to analyze the velocity field and inves-
tigate the decay of each azimuthal mode. These measure-
ments will be taken in a newly built water tunnel, with di-
mensions 0.5m x 0.5m x 3m. Experiments will be gathered
over Reynolds numbers Re = 5,000 — 26,000, which the
upper bound is consistent with the works of Johansson &
George [2]. We plan to compare and contrast the decay rate
of the modes over a larger streamwise extent, incorporating
all radial locations. We will extend this over a large range
of Reynolds numbers to investigate low- and high-turbulent
activity on the wake decay dynamics.
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1 Introduction

The development of efficient biomimicking micro-air ve-
hicles in recent years has renewed interest in studying the
forces and flowfield evolving over an insect wing. Insect
wings have been observed to have enhanced aerodynamic
performance, primarily due to the formation of a stable
leading-edge vortex (LEV) [1-3]. In hovering conditions,
the flapping motion of an insect wing consists of a pitching
motion and a rotational motion. Past studies have observed
that the stable LEV, responsible for increased aerodynamic
performance, is formed during the rotational phase of the
wing motion [1,2]. A comprehensive study by Lentink and
Dickinson [4] showed that the rotational accelerations (cen-
tripetal, Coriolis, and Euler acceleration) mediate the LEV
stability over a rotating wing. Among these, centripetal and
Coriolis accelerations dominate in the quasi-steady phase,
whereas the Euler acceleration is dominant during the tran-
sient phase of the rotational motion.

Various studies have been conducted to understand the evo-
lution and stability of LEVs in the quasi-steady phase. Stud-
ies conducted by Jardin and David [5] suggested that rota-
tional accelerations are a key factor in anchoring the LEV
closer to the wing and thus generating high lift over a ro-
tating wing. The vorticity transport equation has also been
used to understand the mechanisms responsible for the sta-
bility of the LEV. Different mechanisms, such as plane-
tary vorticity transport [6], radial-tangential vorticity bal-
ance [7], and vorticity annihilation [8], among others, have
been found to be responsible for the stability of the LEV un-
der different Re conditions. In addition, several other stud-
ies have been conducted to understand the LEV dynamics
and stability in the quasi-steady phase. However, it has
been observed that some insects might have small stroke
amplitude and hence might operate in the transient phase.
As suggested by Lentink and Dickinson [4], Euler acceler-
ation dominates in the transient phase of the wing motion
and might influence the LEV dynamics. As such, it is im-
portant to understand the influence of Euler/wing acceler-
ation on the LEV dynamics over a rotating wing. Hence,
this study aims to understand the influence of wing accel-
eration on the loads experienced and the flowfield evolving
over a rotating wing. This aim is achieved by performing

IThis work was supported by the Army Research Office under grant
numbers W911NF-19-1-0052 and W911NF-19-1-0124.
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experiments over a rotating wing in a hydrodynamic hover
rotor facility [9]. In this study, force measurements and flow
field measurements were performed using particle image ve-
locimetry in the rotating frame of reference. Wing accelera-
tion (Q) was varied as shown in Table 1, while the Reynolds
number (Re; = 1500), Rossby number (Ro, = 4.5), aspect
ratio (AR =5), and pitch angle (8 = 45°) were held constant.

Table 1: Summary of the experimental conditions.

Measurement ~ Wing acceleration (rad/s?)  Reynolds number
Force 0,1,0.25,05, 1.0, 1.5, 2.0 1500
PIV 0,1,0.25,05, 1.0, 1.5, 2.0 1500

2 Results and Discussion

The results in this section are presented in terms of the
non-dimensional acceleration (o*), where o is defined as
the ratio of wing acceleration to the convective acceleration
of the fluid (a* = Qc?/(Q?Rz)). Figure 1 shows the lift
coefficient (Cr) variation with non-dimensional time (t* =
tQR,/c) for different o* conditions. It can be observed
that an increase in @™ results in a higher lift at any given
time (t* < 1.5). This behavior is observed as a higher o*
results in a higher non-circulatory (due to wing inertia) and
circulatory (due to LEV) force. Hence, it can be inferred
that a higher a* results in a higher lift due to a stronger
LEV generated over the rotating wing. This correlation be-
tween wing acceleration, lift force, and LEV evolution will
be elucidated in the following discussion.

4 ' ' —oa* =0.23
o* = 0.57

o* =1.15

31 —_—t = 2.29
—_—a =3.44

—_—a* = 4.58

t*

Figure 1: Variation of lift coefficient (Cr) with ¢*.
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Figure 2 shows the LEV structure for different o* condi-
tions. The flow field is represented in the figure by the non-
dimensional spanwise vorticity (@) = @.c/R,) and the ve-
locity vectors. At * = 1.5, it can be observed that the LEV
has formed for all  conditions. In the case of the lowest
a* (lowest ), the LEV is much closer to the leading edge
than a* = 2.29. However, the LEV is at a similar down-
stream position with a further increase in Q. Therefore, in-
creasing Q (o) results in the LEV to form faster and move
further downstream at similar times. However, when the
wing rotation approaches an impulsive start (Q > 1rad/s?),
the LEV evolution and growth are not affected by Q.

w;, I =

4510 5 05 10

Figure 2: Evolution of the LEV represented by vorticity
contours for different acceleration conditions at t* = 1.5.

To further understand the influence of Q on LEV growth and
evolution, the temporal evolution of the LEV circulation is
plotted on the left of figure 3. From the circulation plot, a
significant difference can be observed in the circulation val-
ues between a* = 0.23 and a* = 2.29. At any time, the
circulation of o* = 2.29 is higher than a* = 0.23. However,
the circulation distribution for o* = 2.29 and 4.58 does not
appear to have a significant difference. Furthermore, it can
be observed that the circulation suddenly drops down in all
the cases. This drop in circulation is due to the separation of
the LEV from the feeding shear layer. Hence, the LEV sep-
aration time was quantified to study the influence of Q on
LEV separation. Right side plot of figure 3 shows the vari-

ation of non-dimensional separation time (f,,) with o*. It

can be observed that increasing o () results in a decrease
in the LEV separation time, which eventually asymptotes at
higher o*.
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Figure 3: Left: Temporal evolution of the LEV circulation.
Right: Variation of non-dimensional separation time (7,,)
with non-dimensional acceleration (o*).

From the preceding discussions, it can be concluded that an
increase in Q results in a faster vorticity growth in the LEV.
Therefore, LEV growth is slower for lower Q cases com-
pared to higher Q cases. This results in a higher LEV circu-
lation for a higher Q at any given time. At higher Q, the cir-

(0]

culation (I";) and the rate of change of circulation (dI';/dr)
is higher, resulting in a higher circulatory force. This, in
addition to a higher non-circulatory lift, results in the total
lift force growing quicker for higher Q conditions. As the
LEV develops and grows quicker for higher Q, it separates
earlier (lower separation time). However, when the wing ap-
proaches an impulsive start (high Q (high o*)), the effect of
Q on the LEV dynamics is reduced. This results in the lift
distribution, circulation distribution, and separation time not
having a significant difference.

3 Conclusion

The influence of wing acceleration on LEV dynamics on a
rotating wing is experimentally studied by varying wing ac-
celeration at fixed Reg, Rog, AR, and 6 conditions. Force and
PIV measurements were performed to understand the influ-
ence of acceleration on the loads experienced and flowfield
over the rotating wing. An increase in  resulted in a higher
lift coefficient at any given time and a higher peak lift coef-
ficient. The higher lift coefficient resulted from a stronger
LEV at higher Q. With an increase in Q, the LEV is ob-
served to be further downstream, has a higher circulation,
and therefore has a lower separation time. From the obser-
vations mentioned, it is concluded that an increase in Q re-
sults in a faster vorticity growth in the LEV, which results in
the LEV reaching maximum strength faster and separating
earlier from the shear layer. More studies will be conducted
in the future to understand the mechanisms responsible for
the growth of LEVs under different  conditions.
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1 Introduction and Method

The hydrodynamic interactions between individual swim-
mers can lead to the formation of stable schools [1,2], and it
has been shown that a fish can obtain energy and thrust ben-
efits by swimming in such schools [3,4]. The interactions
within a minimal school of two propulsors have been studied
for in-line [5], side-by-side [6], and staggered configurations
[7]. More recently, Kurt et al. [2] investigated the schooling
stability and collective performance of two pitching propul-
sors, with the follower traversed around the leader in a two-
dimensional plane. They discovered multiple stable and un-
stable equilibrium positions for the two-agent school which
has not been reported in one-dimensional configurations. In
these studies, it has been shown that a key phenomenon that
governs schooling thrust/efficiency/stability is the interac-
tion between fish bodies and leading-/trailing-edge vortices
shed by other fishes, and the constructive/destructive nature
of these interactions is further determined by the propulsor
kinematics and spacing. However, these previous studies
have mostly focused on a fixed Strouhal number - the effect
of frequency on the hydrodynamic interactions has not been
considered. Understanding this problem will potentially un-
veil the hydrodynamic effects involved in the schooling of
high-speed fish species such as tuna, as well as benefit the
design and control of future high-speed multi-agent bio-
inspired robotic platforms.

Y1 Servo Motor
& Gearbox

N F/T

Sensor

Foil 1 Foil 2

Figure 1: A schematic of the experimental setup.

To study the interactions between two pitching propulsors,
we conduct experiments in a circulating water tunnel (Fig.

I'This work was supported by ONR, managed by Dr. Bob Brizzolara.
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1). The two foils are 3D printed using ABS materials (chord:
6 mm, span: 12 mm) with a carbon fiber shaft (diameter:
7.94 mm) embedded at the leading edge. The flow speed is
maintained at U = 0.333 m/s using an ultrasonic flow me-
ter (Dynasonics Series TFXB), resulting in a chord-based
Reynolds number Re = pUc/u = 20,000, where p and u
are water density and dynamic viscosity, respectively. The
shaft is further connected to a wireless six-axis force/torque
transducer (Foil 1: ATI Mini40, Foil 2: ATI Mini45) to mea-
sure the hydrodynamic loads experienced by the foil, and
an optical encoder (US Digital E2-5000) is used to record
the pitching angle. The foils are driven by a servo mo-
tor (Teknic CPM-MCPV-2341S-ELN) with a 5:1 gearbox
(SureGear PGCN23-0525) to pitch sinusoidally with a pro-
file of 6 = 6ysin(2xfz), where 0 is the pitching angle,
6o = 12° is the pitching amplitude, f is the pitching fre-
quency, and ¢ is time. We use three pitching frequencies,
f =4 Hz, 6 Hz and 8 Hz, to study the effect of frequency
on the interactions of the two foils. These three frequencies
result in three Strouhal numbers St = 2fcsin6y/U = 0.30,
0.45 and 0.60, respectively. The pitching phase between
the two foils is set to be ¢ = 180° throughout the experi-
ments. The automatic positioning of the two foils is enabled
by a four-axis motorized traverse system, in which both foils
can traverse in the x- and y-directions independently (Foil 1:
X1 and Y1, green traverses, Foil 2: X2 and Y2, orange tra-
verses). In the present study, Foil 1 is fixed at a position that
is 2.5¢ from the wall. Foil 2 is traversed in the y-direction
from zero to 1.4c away from Foil 1, with a step size of 0.2c,
and in the x-direction from zero to 2.0c¢ away from Foil 1,
with a step size of 0.25¢. There is a measurement void of
size (1¢, 0.8¢) near Foil 1 due to the geometry limitations of
the pitching mechanism.

2 Results and Discussion

We measure the hydrodynamic forces experienced by the
two foils as Foil 2 is traversed around Foil 1 at different
spatial positions. The force vectors ?1 and ?2 are plotted in
Fig. 2(a) and (b), respectively. In both subfigures, the thrusts
produced by the two foils are observed to increase with the
Strouhal number. In Fig. 2(a), we see that ?1 is mostly
not affected by the existence of Foil 2 when Foil 2 is swim-
ming downstream of Foil 1. The hydrodynamic interactions
between the two foils become more evident when they have
spatial overlaps in the streamwise direction. As Foil 2 moves
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Figure 2: The hydrodynamic force vector (a) F; exerted on Foil 1 and (b) F, exerted on Foil 2 as Foil 2 is traversed around

Foil 1 at different spatial p0s1t10ns for three different Strouhal numbers, St =

between the two foils, ? —

more upstream, Foil 1 starts to experience a mild positive lift
force, which pulls Foil 1 towards Foil 2 in the lateral direc-
tion. At lower Strouhal numbers (St = 0.30 and 0.45), this
positive lift turns negative as Foil 2 moves further upstream
and finally swims side-by-side with Foil 1. However, at the
highest Strouhal number, St = 0.60, Foil 1 continues to feel
an attractive (positive) force as Foil 2 moves upstream when
the lateral gap between the two foils is small (y/c = 0.8).
Fig. 2(b) shows that Foil 2 mostly feels a repelling force
from Foil 1 for all the spatial positions tested, presumably
due to its interactions with the vortex wake generated by
Foil 1. Foil 2 experiences no lateral force when it is swim-
ming right behind Foil 1 (i.e. y/c = 0). PIV experiments are
in need to uncover the vortex-body interactions within the
two-agent school.

We calculate the relative force f; — ?1 to quantify the rel-
ative moving trend of Foil 2 with respect to Foil 1 [2], and
plot the vectors in Fig. 2(c). Zero relative force vectors in-
dicate equilibrium positions, with their stability determined
by the force gradient. From the relative force vectors, we see
that there is a trend of separation in general between the two
foils. Increasing the Strouhal number can alter the relative
force vectors, especially when the two foils are swimming
side-by-side with the smallest gap. Comparing the relative
force vector at (x/c, y/c) = (0, 0.8) and (0, 1.0) at St = 0.60,
we see that the two vectors point to opposite lateral direc-
tions, indicating an unstable equilibrium. However, this un-
stable equilibrium is not shown at St = 0.30 and 0.45, pre-
sumably because they reside closer to Foil 1 (i.e. y/c < 0.8).
This agrees with the observation of Zhong et al. [8] that the
unstable equilibrium for a pitching foil moves farther from
the ground as St increases. Since the phase difference be-
tween the two foils is kept at ¢ = 180° in the present study,
the interaction between two side-by-side foils (x/c = 0) is
equivalent to that between one foil and a wall.

3 Conclusion and Outlook

In this study, we used laboratory experiments to examine
the effect of frequency on the hydrodynamic interactions be-
tween two pitching propulsors. With the follower traversed

7

0.30, 0.45 and 0.60. (c¢) The relative force vector

around the leader, we measured and analyzed the hydrody-
namic forces experienced by these two foils. We showed
that the follower has minimal influence on the leader except
when they overlap in the streamwise direction. By com-
puting the relative forces between the two foils, we found an
unstable equilibrium for the side-by-side configuration at the
highest Strouhal number, but not at lower Strouhal numbers.
This finding demonstrated the possibility of using frequency
to manipulate the hydrodynamic interactions and schooling
stabilities of a two-fish school.

We plan to perform more experiments with higher spatial
resolutions to obtain a more complete understanding of the
interactions within the two-fish school. In particular, we
will improve the design of the pitching mechanism to en-
able measurements when the two propulsors are swimming
in close proximity. In addition to force measurements, we
plan to conduct PIV experiments to measure the flow field
around two interacting foils, in order to unveil the underly-
ing vortex dynamics.
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1 Introduction

Leading Edge Vortex (LEV) development on swept wings is
a key topic in aerodynamic design. The formation and be-
havior of these vortices have important implications for the
design, control, and optimization of modern combat aircraft,
including the integration of control surfaces and the devel-
opment of flight stability and control algorithms. Many fac-
tors influence the stability and behavior of LEVs, including
the wing planform shape, as well as the Reynolds number
of the flow. Several studies have shown that LEV stability
is highly sensitive to these factors, but the consensus in the
literature is that three-dimensional effects in the base flow,
such as wing sweep, play a dominant role in the stabilization
of LEVs. Non-swept stationary wings are prone to stalling
at moderate angles of attack; in contrast, LEVs have been
observed to be stably attached to swept, rotating and pitch-
ing wings even at post-stall angles. One proposed mecha-
nism for this stabilization is spanwise convection of vortic-
ity, which arises from spanwise pressure gradients and bal-
ances the flux of vorticity transported into the vortex at the
leading edge, allowing the LEV to reach a quasi-equilibrium
state [1,2]. Strong LEVs stabilized by spanwise flow com-
mon on delta-wing aircraft result in delayed stall at higher
angles and generate a non-linear, vortex induced lift until
vortex breakdown occurs as a result of a structural change
from LEV to reversed-flow bubble.

Many modern fighter aircraft feature wing sweep variations
that result in a wing configuration with a highly swept strake
at the upstream portion, transitioning to a delta wing shape
downstream. The strake portion of the wing acts as a vor-
tex generator, producing a strong LEV that convects over
the primary lifting surface of the wing. However, at the
point where the wing sweep changes, a secondary LEV is
also formed. The interactions between the primary and sec-
ondary LEVs can have significant effects on the aerody-
namic performance of the aircraft. These interactions are
highly dependent on the size, strength, and location of the
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vortices, and can include vortex braiding (where the vortices
intertwine with each other), vortex merging (where the vor-
tices combine into a single vortex), and vortex breakdown
(where the resulting vortex dissipates or becomes unstable).
Understanding and predicting the behavior of these interac-
tions is therefore an important aspect of aircraft design and
optimization.

2 Results

In this talk/poster, we will present the results of our ongo-
ing research on vortex-vortex interactions in generic multi-
swept wing configurations in the subsonic flight regime
(Mach=0.15). Our approach involves combining computa-
tional simulations with experimental measurements to pro-
vide a comprehensive understanding of these interactions.
As part of this study, we have identified two cases that
demonstrate contrasting patterns of vortex breakdown in the
LEV. The first case exhibits a gradual breakdown of the
LEYV, while the second case shows a rapid breakdown of the
LEV. Our analysis has revealed that vortex merging or en-
trainment can lead to destabilization of the vortex system,
while vortex braiding creates a more stable vortex system
and significantly delays breakdown. Further investigations
suggest that the extent of vortex merging and braiding is in-
fluenced by the size, strength, and location of the vortices,
as well as by the kinematics of the wing and the flow condi-
tions.

Figure 1 presents a comparison of experimental and simu-
lation results for two models at an angle of attack of 28 de-
grees. The models are differentiated by the location at which
the leading-edge sweep angle changes. The left column cor-
responds to a model in which the angle changes from 80
degrees to 50 degrees at 40% of the root chord location,
termed as C4. The right column corresponds to a model
in which the sweep angle transitions at the 60% location,
termed as C6. The C6 model exhibits two distinct LEVs
that interweave around one another, forming a stable vortex
system. In contrast, the C4 model exhibits a weaker sec-
ondary LEV with more dispersed vorticity being shed along
the secondary sweep angle, which leads to the coalescence
of the two vortices. This results in vortex breakdown, as ev-
idenced by the rapid onset of turbulent diffusion into small
scale structures.

The coefficient of lift for the C4 and C6 models is shown in
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(a) C4 Exp

(b) C6 Exp

(c) C4 CFD (d) C6 CFD

Figure 1: Comparison of SPIV experiments and computational simulations of C4 and C6 wing planforms. Experiments show
isosurface of streamwise vorticity colored by the freestream velocity where as simulations show an isosurface of Q-criterion

colored by the coefficient of pressure.

Figure 2 over an angle of attack range of 0°to 40°. The C4
model exhibits a gradual transition from a linear lift region
(corresponding to a stable vortex configuration) to a fully
stalled configuration. In contrast, the C6 model exhibits a
delay in stall up to an angle of attack of 28°, followed by a
rapid breakdown. The magnitude of the lift difference be-
tween the two models is approximately 40%. Furthermore,
good agreement is observed between the simulation and ex-
perimental measurements for both models.”
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Figure 2: Lift force comparison between models C4 and C6
for experiments and simultions.

Stereoscopic particle image velocimetry (SPIV) measure-
ments were conducted over a range of angles of attack from
20°to 32°, and corresponding simulations were performed
under the wind tunnel test conditions. The location of vortex
breakdown, as indicated by the first occurrence of flow re-
versal (U, < 0), was determined and plotted in Figure 3 for
the C4 and C6 models. As depicted, the C4 model exhibits
a nearly linear breakdown starting at 80% of the root chord
and progressing towards the 55% location. In contrast, the
C6 model does not exhibit any breakdown until the highest
angle of attack (32°), at which point the vortex configuration
breaks down at the 80% location. In all cases, the CFD sim-
ulations show a slight delay in vortex breakdown compared
to the experimental measurements which may be attributed
to temporal-spatial discretization or turbulence model selec-
tion.
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Figure 3: Resulting breakdown location (x/Cg
versus angle of attack for models of interest

3 Conclusion

Our research has uncovered an intriguing connection be-
tween the location of sweep transition and the stability
of leading-edge vortices (LEVs). Further investigation is
needed to fully grasp the intricate dynamics of LEV interac-
tions and their effect on aircraft performance. By perform-
ing vorticity flux analyses and quantifying vortex strength,
size, and location, we may gain a deeper understanding of
the braiding and mixing of vortices. Nevertheless, our find-
ings offer valuable insights that can guide the design and op-
timization of multi-swept wing aircraft, ultimately improv-
ing their aerodynamic performance.
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1 Introduction

Dynamic stall is an aerodynamic phenomenon experienced
by lifting surfaces undergoing large amplitude unsteady ma-
neuvers. For an airfoil operating below its static stall an-
gle, small variations in the angle of attack leave the flow
attached, resulting in aerodynamic loads that can be reason-
ably predicted by thin airfoil theory. Conversely, maneuvers
dynamically exceeding the static stall angle induce delayed
flow separation and drastic load changes. In classical deep
dynamic stall a transient lift enhancement is achieved, fol-
lowed by massive flow separation and the formation of a
spanwise coherent vortex, referred to as the dynamic stall
vortex. As the dynamic stall vortex convects over the airfoil
trailing edge a large nose down moment occurs and is ac-
companied by a drop in lift and increase in drag. This highly
variable loading during the stall process has the potential to
cause structural fatigue on turbomachinery and limit the per-
formance of agile aircraft.

A consistent description of the key stages and character-
istic features of dynamic stall has been established [1],
but a coherent quantitative physical description has yet to
emerge. Progress towards a generalized physical descrip-
tion is stymied by the large parameter space. Dynamic
stall mechanisms depend on the motion kinematics, airfoil
geometry, and freestream flow conditions. Two key non-
dimensional parameters are the Reynolds number, Re, =
pUwxc/u, and the reduced frequency, k = mfc/Un. The
present study aims to decouple the effects of Re. and k for
an airfoil undergoing a pitch-up maneuver by systematic ex-
perimental variation of each parameter.

2 Experimental Setup

Experiments were conducted in the High Reynolds Num-
ber Test Facility (HRTF) at Princeton University. High
Reynolds numbers are achieved with freestream velocities
less than 5 m/s by using air pressurized up to 220 bar as the
working fluid. The resulting increase in density is used to
manipulate the Reynolds number with no effect on the re-
duced frequency. This decouples the parameters and allows

IThis work was supported by the National Science Foundation of the
United States under grant number CBET 1652583
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Figure 1: Overview of Experiments. a) Airfoil installed in
the test section. b) Airfoil geometry (NACA0021) with pres-
sure tap locations. c) Angle of attack for ramp-up pitching
motion, plotted against time non-dimensionalized by pitch-
ing frequency.

for systematic investigation of a broad parameter space. Fur-
thermore, the dimensional pitching frequency of the airfoil
remains below 1.4 Hz even for k = 0.4. This allows unsteady
flow development to be studied with high time resolution.
Experiments were conducted in the Reynolds number range
0.5 x 10° < Re. < 5.5 x 10° and reduced frequency range
0.01 <k <0.4. Data from these experiments were previ-
ously reported in Kiefer et al. (2022).

An overview of the experimental setup is shown in fig. 1. A
NACA 0021 airfoil of chord length ¢ = 0.17 m was equipped
with elliptical endplates and installed in the 0.45 m diameter
test section as shown in fig. 1a. Time-resolved surface pres-
sure distributions were obtained using 32 differential pres-
sure sensors with locations indicated in fig. 1b. A temporal
Savitzky—Golay filter with window size tUs/c = 2.8 was
applied to the raw data. Filtered pressure distributions were
integrated to yield forces on the airfoil while pitching.

Ramp-up pitching motions about the airfoil mid-chord were
considered. The angle of attack follows a half-sinusoidal cy-
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cle with amplitude & about a mean angle @. A sketch of the
ramp-up maneuver is shown in Figure 1c. The results pre-
sented below are phase-averaged over 150 individual half-
cycles for all test cases. Further details on the experimental
setup can be found in [2, 3].

3 Results

Results from two different parameter sweeps are shown in
fig. 2 (varying Re.) and fig. 3 (varying k). Each plot shows
the lift coefficient versus time non-dimensionalized by the
pitching frequency. Note motion begins at 7 f = 0 and ends
attf = 0.5, as indicated in fig. 1c. For all parameter com-
binations there is a transient increase in lift above the static
maximum lift coefficient, followed by a rapid drop off due to
stall. All test cases exhibit gradual trailing edge stall with the
dynamic stall vortex forming near mid-chord [3]. This stall
mechanism is consistent with previous studies considering
the high Reynolds number [4] and moderate airfoil thick-
ness [5].

Reynolds number effects on the lift curve can be deduced
from fig. 2. For identical reduced frequency, mean angle,
and amplitude (k = 0.1, & = 24°, and & = 5°) the onset
of stall is delayed with increasing Reynolds number. Cor-
respondingly, the maximum lift coefficient attained also in-
creases from approximately C; = 1.6 to C; = 1.9. Further-
more the total drop in lift due to stall increases with increas-
ing Reynolds number, indicating a growth in stall severity.

Lift curves for varying reduced frequency at Re. = 10° are
shown in fig. 3. The mean angle and amplitude are fixed at
0 = 24° and & = 5°. From this data, two regimes can be
identified. In the low reduced frequency regime, (k < 0.1)
stall occurs prior to reaching the maximum angle of attack
attf = 0.5. Within this regime, the maximum lift coefficient
increases because the flow remains attached at higher angles
of attack as the reduced frequency is increased. In the sec-
ond regime (k > 0.2), the maximum lift coefficient is nearly
constant and stall occurs after the ramp-up motion has con-
cluded. Previous analysis has shown that the lift, drag, and
moment curves approach reduced frequency independence
in the second regime, and thus the curves can be collapsed
when plotted against U /c with the introduction of a stall
delay offset [3].

4 Conclusion

A complete physical explanation of the trends in stall de-
velopment with changing Re. and k lies in the complex in-
terplay of boundary layer transition and separation over the
suction surface of the airfoil. Future analysis is aimed at
determining scaling behavior of the stall delay with non-
dimensional parameters.
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Figure 2: Reynolds number sweep with reduced frequency
held constant at k = 0.1. The mean angle of attack and am-
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held constant at Re, = 1 x 10°. The mean angle and ampli-
tude are fixed at @ = 24° and & = 5°.
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1 Introduction

Renewable energy devices using cantilevered flexible foils
have been actively studied in recent years due to the foil’s
ability to undergo self-sustained flapping motion when sub-
ject to fluid flow [1-2]. Through flapping movement, fluid
kinetic energy can be harnessed, then converted to electric
energy via piezoelectric materials. The inverted foil, a flexi-
ble foil cantilevered at the leading edge, has shown superior
abilities in harvesting electrical energy. Because, compared
to their traditional counterparts, cantilevered at the leading
edge, inverted foils become unstable at much lower flow
speeds and undergo large amplitude flapping for a range of
velocities in air and water [3].

However, the desired flapping mode only occurs for a nar-
row range of flow conditions. One way to increase this
range and maximize energy harvesting is by using multi-
ple foils in arrays, particularly in tandem. Previous work on
isolated inverted foils has shown that the physics behind its
large amplitude flapping response is due to both vortex shed-
ding and the foil’s fluid-elastic instability [4]. When placed
in tandem, one foil is subject to the perturbed wake flow
of the other. As a result of this wake-body interaction, the
foil’s dynamics become intricate and governed by the prox-
imity of the upstream body. Much akin to the wake-induced-
vibration dynamics observed for two tandem circular cylin-
ders [5]. A complete understanding of these complex dy-
namics is necessary to design efficient array systems. In
particular, the underlying physics leading to a flexible foil’s
self-excited flapping response when placed in the wake flow
requires further investigation.

In this study, we consider a flexible inverted foil and numer-
ically investigate its flapping dynamics wake flow. Our goal
is to help answer the following key questions: (i) How do
proximity and wake interference influence the foil’s flapping
response at various separation distances, (ii) what is the in-
trinsic relationship between the wake vortices and different
flapping modes, (iii) What is the optimal range of bending
stiffness to sustain LAF response. The knowledge gained
through this study could be leveraged to develop novel and
robust energy harvesting systems. Our model consists of
a flexible foil of length L and thickness / with its trailing
edge fixed and leading edge left free to oscillate. The foil is

I'This work was supported by NSERC Discovery Grant.
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Figure 1: Spanwise vorticity contour for an isolated in-
verted foil at Re = 1000 and m* = 0.1, when (a) Kg = 0.4,
(b) Kp =0.2

placed downstream a circular cylindrical bluff body with a
diameter D. The separation between the foil’s leading edge
and the cylinder surface is defined as g. This setup is subject
to a uniform axial incompressible flow with free stream ve-
locity U The dynamics of the flexible foil are determined
on the basis of four key non-dimensional parameters, i.e.,
Reynolds number Re, bending rigidity Kp mass ratio m*, and
reduced velocity U*, defined as:
* psh * m*

= , U= K (€))

TUoL B
Re— PUOL
p/L

y AB = , m
w p/UGL?

Here py and p; are densities of the fluid and structure, re-
spectively. (s denotes the fluid’s dynamic viscosity. E
is Young’s modulus, and v is the Poisson’s ratio of the
foil. B represents the flexural rigidity defined as B =
Eh?/12(1—1?). Kp represents the ratio of the foil’s bend-
ing force to the fluid’s inertial force. Utilizing a higher-order
coupled fluid-structure solver based on fully coupled three-
dimensional Navier Stokes and nonlinear structural dynamic
equations, we investigate the fluid-structure interaction of an
inverted foil when placed behind a cylindrical bluff body.

2 Results

To identify the flapping modes of an inverted foil in wake
flow, we perform a preliminary comparative study on its dy-
namics with and without the presence of an upstream circu-
lar cylinder. Simulations are conducted for both setups at



SECOND DIRECT IN-PERSON COLLOQUIUM ON VORTEX DOMINATED FLOWS (DISCOVOR) - BRECKENRIDGE, USA - MAY 16-19, 2023

(a)t=3s

(b)t="7s

x - Vorticity: -10 -5 0 5 10

Figure 2: Spanwise vorticity contour for an inverted foil
placed behind an upstream cylinder of D =0.4L at g = 2.5L,
when Re = 1000, m* = 0.1 and Kg = 0.4.

constant Re = 1000 and mass ratio, given as m* = 0.1. The
flapping modes are identified by varying the foil’s flexibility
measured using Kp. The spanwise vorticity contours in the
fluid for an isolated inverted foil Kz = 0.4 and 0.2 are shown
in Fig 1a. and Fig 1b., respectively. For Kz = 0.4, the flow
field represents the boundary layer flow over the plate. As
flow travels downstream, symmetric opposite signed bound-
ary layers are observed on the foil sides, which form a nar-
row steady wake as seen in Fig. la. The foil is in a stable
stationary position wherein the structure’s elastic forces bal-
ance the fluid loading. As observed in Fig. 1b. when the
flexibility of the foil is increased, i.e., Kp = 0.2, it experi-
ences an onset of flapping instability as expected. The foil
undergoes large amplitude flapping (LAF) mode where os-
cillations are symmetric, regular periodic with a single fre-
quency and a large constant amplitude.

Figure 2 (a-b) show the spanwise vorticity contours for the
inverted foil when placed behind a circular cylinder with
D = 0.4L at a separation distance g = 2.5L and Kp = 0.4
at different instances in time. The foil’s dynamics vary as
compared to the isolated case. Initially, like the isolated
case, boundary layers are formed on each side of the foil,
as observed in Fig. 2a. As the flow progresses downstream,
oppositely signed regular von Karman vortices shed in the
wake interfere with the foil’s boundary layers. The ener-
getic upstream wake vortices merge with the same signed
leading edge vortex (LEV), as shown in Fig 2b, and induce
the foil’s flapping instability. This result suggests that the
flapping motion is wake induced, meaning that the oscil-
lations are sustained by the balance between fluid loading
induced by the wake vortices and the foil’s elastic forces.
Fig 3 shows the inverted foil’s variation of maximum cross-
stream tip displacement with respect to Kp for the isolated
and tandem setups. It can be seen that, due to interaction
with upcoming wake flow, the flapping instability is initi-
ated at high foil stiffness (i.e., lower flow velocity)compared
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Figure 3: Maximum cross-stream leading edge tip-

displacement for an isolated inverted foil (-o-) and with an
upstream circular cylinder(-[J-) for m* = 0.1, Re = 1000 and
Kp €10.2,0.4].

to the isolated case.

3 Conclusion and outlook

In this work, we have investigated the fluid-structure interac-
tion of a flexible inverted foil with the wake of an upstream
cylindrical bluff body. Of particular interest was exploring
the foil’s complex flow-induced flapping responses in this
configuration. Our analysis shows that due to its interac-
tion with the upstream cylinder’s unsteady wake, the foil
undergoes sustained oscillations at lower flow velocity than
the isolated case. These results show that placing a bluff
body upstream of an inverted foil can increase desired flap-
ping range for energy harvesting. In our upcoming work,
the differences in fluid load generation on the inverted foil
in the presence and the absence of an upstream bluff body
will be studied systematically for a more extensive range of
Kp through force decomposition, phase relations, and cor-
responding wake contours. These results will provide an
understanding of the underlying physics leading to flapping
instability in inverted foils and its intrinsic relationship with
the wake vortices. The influence of wake interference on
the foil’s response will also be studied for various separa-
tion distances. These findings can eventually be leveraged
to design efficient and robust energy-harvesting array sys-
tems.
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1 Introduction

The kinematics have the most significant effect on the loco-
motive properties of marine animals; however, some intri-
cacies of animal evolution, such as shark skin, have sparked
research into the benefits of aquatic surface textures.

Previous work identified important non-dimensional kine-
matic parameters for efficient swimming such as the
Strouhal number (St) and the amplitude to length ratio but
these are not the only factors affecting the locomotive per-
formance. Many studies have identified drag-reducing sur-
face textures such as riblets although most are applied to
static geometries. There is some suggestion the effect trans-
fers to unsteady, aquatic propulsion however, if riblets are
not viscous scaled and/or have other larger-scale features
they can increase drag. Similarly, when the denticles do not
entirely interlock, the three-dimensionality of denticles can
be detrimental and increase drag.

During a swim cycle, denticles predominantly lie outside of
the ideal conditions required for riblet induced drag reduc-
tion because of the morphing of the body and fluctuating
viscous scales. However, some research focuses on the in-
teraction between the denticles and kinematics in terms of
a larger dynamical system, for example, this body morph-
ing causes the denticles to bristle which has been shown to
keep the flow attached in areas of flow reversal. The interac-
tion with the kinematics and the hydrodynamic effect of sur-
face texture remains under-studied and unclear in part, due
to the complicated shape of the denticles which do not lend
themselves to systematic investigation. To this end, we use
an egg-carton type roughness function popular with rough-
wall turbulence research because we can change important
roughness scalings with a single parameter.

In this work, we study the interaction between kinematics
and roughness topologies through high-resolution simula-
tions. We fix the Reynolds number (Re) of these simula-
tions to 12,000 to access moderate Reynolds numbers for
these types of flows and we fix the kinematics of the plate
to a travelling waveform with St = 0.3. As denticle geome-
tries are complex with several potentially important length

' This work was supported by the Office of Naval Research Global
Award N62909-18-1-2091.
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Figure 1: (a), the geometry used, which has two defining
parameters A, the wavelength of the roughness, and 4, the
roughness amplitude. (b), a visual representation of the pa-
rameters that define the plate motion.

scales, we focus on a simple roughness texture with a single-
length scale to assess how the topology interacts with the
kinematics and impacts the hydrodynamic properties of the
swimmer. By combining information from two different,
but, well-established topics we hope to understand the influ-
ence of one on the other.

2 Results

Scaling all length scales by the body length (L), and all time
scales by L/U. We use a flat plate with an egg-carton type
roughness defined by its wavelength, A and the bump ampli-
tude, & (figure 1a). In this study we fix 4 = 0.01 and restrict
A[1/4,1/52]. Figure 1b illustrates the kinematics were we
use St = 0.3, A = 0.1, a generalised amplitude envelope and
change the wave speed { to achieve SPS.

Figure 2 shows the flow structure visualised by isosurfaces
of the Q-Criterion. The flow exhibits a distinguishable tran-
sition as { increases. For low { the bumps dominate the
flow structure and we see distinct horseshoe vortices shed
from each element. These vortices persist downstream into
counter-rotating streaks that compose the near wake. The
flow structures get smaller as { increases and the horseshoe
vortex around each element becomes less distinct. For fig-
ure 2c¢, we can see the near wake collects into a wavy vortex
tube similar to those that categorise a two-dimensional flow
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¢=1.96

Figure 2: The Q-Criterion of the flow around a flat plate
with a decreasing roughness wavelength.

driven by kinematics [1].

To identify the separate fluid dynamic contribution of { and
A we look at scaled enstrophy of the rough surface and its
smooth kinematic counterpart. Figure 3a shows the results
of E against {, where the black and grey lines are the rough
and smooth plate results respectively. The positive gradient
of both the lines shows that increasing { increases enstro-
phy, and the offset between the grey and the black line indi-
cates that adding roughness also increases enstrophy. As we
increase §, the enstrophy increases for both the smooth and
the rough cases. At the upper limit of §, the smooth and the
rough lines start converging as the rough flow also becomes
two-dimensional (figure 2).

In figure 3a there is the peak in enstrophy at { = 1.2 cor-
responding to a wavelength A = 1/16. The peak coincides
with the superposition of the flow features associated with
both the roughness and kinematics (figure 2b). This is evi-
dent as surfaces with shorter A are increasingly dominated
by the two-dimensional vortex tubes associated with the
kinematic flow as the structures shed off the roughness el-
ements decrease in size (figure 2c), and surfaces with longer
A are dominated by the flow off the the roughness elements
(figure 2b). We can relate this peak in enstrophy to an ampli-
fication of turbulent flow structures similar to those found in
Prandtl’s Secondary Motions of the Second Kind [2] where
secondary currents were induced when the surface texture
has features that scale with the outer length-scale of the flow.

In figure 3b we plot the difference in enstrophy between
the smooth and the rough plate (AE) against A /8 where
6 = 0.06 is the average accelerated boundary layer height
at the trailing edge of the smooth plate. The peak in AE
occurs when A /8 = 1. Finally, in our study, the power in-
creases almost linearly until § ~ 1.8, and our enstrophy peak
lies within this regime. This means that the accentuation of
these secondary flows truly is a boundary layer scaling, and
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not a result of increased vorticity production at the wall (due
to kinematics). Therefore, we can relate the system’s in-
crease in mixing to scaling arguments previously defined in
turbulent wall-flows.

3 Conclusion

We examined the effect of an egg-carton-type rough sur-
face on a Self Propelled Swimming Body and found a de-
crease in the roughness wavelength requires an increase in
the wave speed to maintain SPS. Increasing the wave speed
changed the vortex structures and consolidated the vorticity
into two-dimensional packets with a distinct leading edge
vortex propagating down the body. To decouple the ef-
fects of roughness and kinematics we compared the forces
and enstrophy to a smooth swimmer with identical kine-
matics. We saw there was a peak in enstrophy which co-
incided with a superposition of two flow modes, one dom-
inated by three-dimensional structures and the other by the
two-dimensional tubes. The peak in enstrophy was observed
when the roughness wavelength matches the boundary layer
thickness which is in line with scaling arguments defined for
turbulent wall-flows ( [3]).
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1 Introduction

Turbulent boundary layer separation and reattachement, oth-
erwise referred to as turbulent separation bubbles (TSBs),
occur across a wide variety of practical engineering appli-
cations. Present in both low- and high-speed flows, TSBs
impact the performance of a multitude of fluidic devices
and systems (i.e., wings at high angles of attack, diffusers,
shock-wave boundary layer interactions, external protuber-
ances, engine intakes, etc.) [1]. The dynamics of TSBs
have been shown to be dependent on the means of their
formation. Separation and reattachment caused by an ad-
verse pressure gradient as opposed to a geometric singular-
ity (i.e., backward-facing step) has been observed to sig-
nificantly effect the dynamics of the flow and produces a
pressure distribution that more closely resembles those oc-
curring over airfoils and in diffusers [2]. Pressure-gradient-
induced TSBs are documented to possess two distinct time-
scales associated to the shear layer ‘vortex shedding’ and
contraction/expansion (i.e., ‘breathing’) of the separated re-
gion, which are separated by a factor on the order of 10 to
100 times [3]. In our recent studies, we investigated the flow
features associated with these two different time scales us-
ing time-resolved Particle Image Velocimetry (PIV)[4].

TSBs are three-dimensional in nature. Advancements in
modern optical based diagnostic techniques enable the non-
intrusive volumetric measurement of these complex flow
fields. As a continued study of our previous work [4],
we further investigate the three-dimensionality of pressure-
gradient-induced TSBs using Tomographic Particle Image
Velocimetry (Tomo-PIV) and multi-pulse Particle Tracking
Velocimetry (PTV) in the current study. The surface pres-
sure properties and dimensionality of the flow field are ex-
plored to better understand the fundamental flow physics
that occur in TSBs. Insights from this work seek to
gain a better understanding on the three-dimensional flow
structures associated with different time scales in pressure-
gradient-induced TSBs.

I'This work was supported by AFOSR under grant number FA9550-17-
1-0084, and the Emil Buehler Fund
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2 Experimental configuration

The experiments are carried out in the Florida State flow
control wind tunnel. The flat plate model is illustrated in
Figure 1. A suction fan is mounted on the top of the test
section to impose an adverse pressure gradient on the flat
plate model. There are 20 HCLAO02XS5EB pressure sensors
with a 2.8 cm streamwise spacing, 6.35 mm from the model
centerline. These sensors have a bandwidth from dc up to 2
kHz, thus providing both steady C, and spectra of the sur-
face pressure fluctuations in the current study. Details re-
garding the model and the pressure measurements are pro-
vided in [4].
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Figure 2: Tomo-PIV camera setup. Top view.

Tomo-PIV is performed using 4 sCMOS cameras on a rail
located at one side of the wind tunnel (Figure 2). The cal-
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ibration is first performed with a 3D calibration plate, and
then volumetric self-calibration is performed. The laser vol-
ume is introduced into the test section slightly off the center-
line at an angle with a dimension of 150 x 50 x 10 mm. The
data acquisition and processing are performed using LaVi-
sion DaVis 10.2. The final voxel size is 2490 x 831 x 167
resulting in a vector resolution of approximately 2 vec-
tors/mm.

3 Results

The results shown herein are obtained at a free stream speed
of approximately 13.5 m/s corresponding to a Reynolds
number based on the incoming turbulent boundary layer mo-
mentum thickness of Reg ~ 750. The Cp distribution is
shown in Figure 3. After the large adverse pressure gradient
imposed by the suction fan, there is an abrupt relaxation fol-
lowed by a mild adverse pressure gradient downstream. The
C,y distribution clearly shows two local maxima with high
variance in the surface pressure coefficient. The regions of
higher variance in the surface pressure are associated with
the elevated unsteadiness of the separation and reattachment
points of the TSB.
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Figure 3: Mean surface pressure coefficient and fluctuating
surface pressure coefficient. Shaded red band indicates the
location of the suction.

— 10 75

20 10 Z[mm] T10

Figure 4: Mean TSB shown with streamwise velocity field
and a red isosurface of vorticity

Preliminary results of the flow field are obtained from 500
snapshots. We will provide statistically converged results
with longer data samples in the full paper. The flow field of
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Figure 5: Mean TSB shown with the spanwise vortic-
ity component and a red isosurface of streamwise velocity
showing the edge of the reverse-flow region

the u-component with an isosurface of spanwise vorticity is
shown in Figure 4. The separation and reattachment of the
flow are clearly observed. Figure 5 displays the spanwise
vorticity component with the isosurface of i = 0. Elevated
levels of spanwise vorticity are observed in the shear layer
and on the surface of the flat plate, within the separated re-
gion.

4 Conclusion

Preliminary results of surface pressure and velocity fields
from Tomo-PIV are shown to demonstrate the TSB induced
by a suction imposed pressure gradient in the current study.
In the full paper, more flow properties will be processed and
provided from a longer data record. Besides the Tomo-PIV
measurements, the laser timing scheme will be changed to a
4-pulse configuration to enable the ‘state-of-art’” PTV mea-
surements. With this multi-pulse PTV configuration, in ad-
dition to flow velocity, material acceleration information can
also be obtained. With the Spectral Modal Analysis Method
[5], we will be able to calculate the three-dimensional co-
herent flow structures associated with different time scales.
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1 Introduction

External flow simulations are ubiquitous in both research
and industry, spanning e.g. vehicle aero- or hydrodynamics,
wind energy, civil engineering, etc. The targeted problems
remain quite challenging as they usually require an accurate
capture of (1) the near-wall region in order to compute ac-
curately the forces at the wall device, and also of (2) the
wake; especially when this wake interacts with another de-
vice downstream.

The research and industry currently offer various solutions
to simulate such flows. Among those are so-called “vortex
methods” that rely on the vorticity-velocity formulation of
the Navier-Stokes equations. They offer several computa-
tional assets that are particularly interesting for the wake
regions. The formulation also accommodates quite natu-
rally the enforcement of unbounded conditions for external
flows. Secondly, the discretization of the vorticity using La-
grangian “vortex particles” for the convection step also al-
lows to waive the classical CFL condition, thereby allow-
ing to use larger time steps. Their accuracy for long time
simulations is also maintained thanks to the particle redis-
tribution step (also called remeshing step), which consists
in replacing the distorted set of vortex particles by a new
well-order set every few time steps, by using high order in-
terpolants. In the vortex particle-mesh (VPM) variant of the
method, only the convection is done in a Lagrangian way;
all otther operations are done on the mesh. The method also
entails low dispersion and diffusion errors, which allows to
accurately advect complex vortical structures over large dis-
tances [1-3].

Vortex methods are however less suited to capture high
Reynolds number wall-bounded flows, because the compu-
tational elements (particles and underlying mesh) are intrin-
sically isotropic. This quickly leads to a very large num-
ber of particles, and thus a prohibitive computational cost,
to capture the near-wall gradients. This limitation can be
mitigated by the use of Multi-Resolution methods or Adap-
tive Mesh Refinement (AMR) [4]; yet this does not lift the
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local mesh isotropy constraint. This characteristic also im-
plies that the body surface must be treated as an immersed
boundary; i.e., using panel-based methods [5, 6], or penal-
ization methods [7-9], or the more accurate immersed inter-
face method [10].

Another possibility is to use an Eulerian body-fitted grid
solver, e.g. using finite differences, finite volumes, finite
elements, etc. Thanks to their anisotropic elements, confor-
mal meshes that fit the body surface can be used to prop-
erly capture the thin boundary layers that develop near the
walls. Such Eulerian methods are nevertheless not as effi-
cient as remeshed vortex methods when it comes to simulat-
ing wakes, due to their common Eulerian-related dispersion
and diffusion errors. Those solvers are also not enforcing
naturally unbounded flow conditions. The proper capture
of the wake over long distances and with similar accuracy
hence requires a computational domain larger than that of
the vortex method, and also with a finer grid.

This naturally leads to the idea that one could exploit the ad-
vantages of vortex methods and of body-fitted grid solvers
in a coupled approach: use an Eulerian solver to resolve
the near-wall region, and a vortex method to handle the
convection-dominated part of the flow, such as the wake.

2 Methodology and Results

We consider here a weak coupling strategy, as that devel-
oped in [11-13]. In such a coupling, the Lagrangian method
solves the flow over the entire domain that contains vorticity
(yet in a highly under-resolved way near the wall), while the
body-fitted Eulerian solver properly resolves the near-wall
boundary layers and solves, using the primitive velocity-
pressure variables, the near-wall region within a subdomain
that contains the body and its neighborhoud. There is thus a
full overlapping of the two computational domains over the
near-wall region. In such coupling, the vortex method drives
the Eulerian solver by providing the boundary conditions on
the outer boundary of its domain, whereas the Eulerian so-
lution is used to correct the vorticity of the vortex method in
the near-wall region.

The weak couplings developed until now [11-13] enforce
Dirichlet boundary conditions for the velocity components
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at the outer boundary of the Eulerian solver domain. As
these velocity values are obtained from the velocity field
provided by the vortex method, any velocity mismatch be-
tween the solvers is translated into spurious vorticity. These
works also utilise a non-conservative scheme for the transfer
of vorticity from the near-wall solver to the vortex method;
i.e., the circulation is not conserved. These works attempt
to mitigate the circulation error by adding a vortex panel
method on the body surface. The recourse to a panel method
however proves counterproductive as it leads to oscillations
in the near-wall velocity field. Those oscillations can even
be exacerbated by the distortion of the computational ele-
ments typical of Lagrangian vortex methods. Those two
symptoms lead to a noisy evaluation of the wall stresses,
that are unexploitable toward the computation of accurate
aerodynamic forces.

The novel approaches presented in [14] address the short-
comings identified above. The new coupling scheme uses
mixed boundary conditions for the near-wall solver, so as to
also properly match the vorticity field of both solvers on the
outer boundary of the near-wall region, thereby avoiding the
generation of spurious vorticity there. In addition, the cor-
rection scheme of the VPM vorticity field by the near-wall
Eulerian field guarantees a global conservation of the circu-
lation (within interpolation and discretisation errors), with-
out requiring a complex vorticity integration method. No
additional near-wall treatment technique (panel method or
penalisation method or immersed interface method) is used
here in the VPM method. To also mitigate the pressure os-
cillations in the body-fitted solver due to the common flow
distortion errors of vortex methods, we use two sets of parti-
cles, each remeshed at different time intervals (the set clos-
est to the body being remeshed more often).

The new coupling methodology has been developed, and
validated, for two types of body-fitted solvers: (1) a solver
developed on purpose and that uses finite differences on
a staggered grid; the grid being everywhere orthogonal
and obtained using a conformal mapping; (2) the industry-
oriented solver YALES?2 developed at CORIA and that uses
finite volumes and unstructured meshes. We demonstrate
the correct performance of the coupling on classical bench-
marks: the flow past an impulsively started cylinder (see
Fig. 1) and the flow past a cylinder with established vortex
shedding. As application, we present the case of an airfoil
at a high angle of attack. The method is also being extended
to handle moving bodies, and results from [15] for the flow
past a horizontally oscillating cylinder are also presented.

3 Conclusion

The coupling approach presented in [14] allows for accurate
and efficient simulations in 2D external flow aerodynamics
at high Reynolds numbers. Coupling of the VPM solver
with the industry-oriented solver YALES?2 for the near-body
region was also achieved with success. The next step will be
to achieve the coupling in 3D.
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Figure 1: Impulsively started cylinder at Re = 9500: zoom
on the vorticity field at t* = 4. The black line shows the
outer boundary of the near-wall solver (here YALES?2).
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1 Introduction

In recent years, high-altitude unmanned aerial vehicles and
aircraft and helicopters for the exploration of Mars [1] have
been attracting a great deal of attention. These fluid ma-
chines are exposed to low-pressure, high-speed airflow, that
is, compressible low-Reynolds-number flow. It is necessary
to elucidate the compressible low-Reynolds-number flow to
design a fluid machine in such an extreme condition. Several
researches have been conducted on the flow around funda-
mental shapes such as a cylinder [2-4], a square cylinder [2],
and a flat plate [5, 6] at low Reynolds numbers. In contrast,
research has not progressed on unsteady flow in which two
or more objects fluid-dynamically interfere with each other.
The flow around two cylinders arranged in tandem is one of
the unsteady flows in which aerodynamic interference be-
comes important. Sakamoto et al. [7] experimentally evalu-
ated the flow around two square cylinders in incompressible
region at Re = 2.76 x 10*. The dimensionless distance s/W
obtained by dividing the distance s between two cylinders
by the height W of the cylinder was changed. On the basis
of the discontinuous change in drag coefficient, Sakamoto et
al. [7] categorized flow fields into two modes across the par-
ticular distance, that is the critical spacing, s/W = 3: Mode
I where vortex is shed only from the downstream cylinder
and Mode II where synchronous vortices are shed from both
cylinders. In Mode I, the steady recirculation region be-
tween the two cylinders causes a negative drag on the down-
stream cylinder and a smaller drag coefficient on the up-
stream cylinder than that of a single cylinder. In Mode II,
the drag of the downstream cylinder increases sharply and
becomes positive because the separated shear layer rolls up
strongly behind the upstream cylinder. Liu et al. [8] sug-
gested that Mode I can be further divided into two modes
from the pressure distribution at Re = 2,700. There are a
flow field in which the separated shear layer from the lead-
ing edge of the upstream cylinder behaves as a single slender
object without reattaching to the downstream one for shorter
space, and a flow field in which the shear layer reattaches.

It is known that compressibility affects the length of the
recirculation region around a circular cylinder [4]. This

I'This work was supported by the Japan Society for the Promotion of
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implies that the interference flow between objects may be
strongly changed by the compressible effect. The purpose
of this study is to elucidate how the flow around two square
cylinders arranged in a tandem arrangement is influenced by
compressibility.

2 Methods

The wind tunnel test is conducted in a low-density wind tun-
nel [5]. A duct with a butterfly valve connects a main tank
which has a suction-type wind tunnel with a cross-section of
150 mm x 100 mm and a buffer tank. A high-pressure gas
is injected downstream by an ejector located on the down-
stream side of the measurement unit. By adjusting the pres-
sure in the main tank and the pressure of the gas supplied
to the ejector, and the Reynolds number Re = 2.0 x 10°
and Mach number M = 0.1-0.7 except for M = 0.3 can be
changed independently.

The schlieren visualization in the low-density wind tunnel
was performed and analyzed according to the method by
Shigeta et al. [9]. A model is a square cylinder of 10 mm on
each side without chamfer and the span length / of 100 mm.
When the space between the trailing edge of the upstream
cylinder and the leading edge of the downstream one is s, the
measurement was performed with the dimensionless space
s/d =0.5,1.5,2.5,3.1, and 4 divided by a width d of the
cylinder. The blockage rate is approximately 6.7%. Ran-
domized singular value decomposition (RSVD) was applied
to the time-series images after background subtraction. The
size of the random sketch was set to 1200, the upper mode
was selected so that the sum of the singular values was 90%
of the total, and the time series data was reconstructed. The
drag was also measured according to the method by Nagata
et al. [4].

3 Results

Figure 1 shows the drag coefficient for dimensionless space
at each Mach number. Below Mach 0.2, the drag coefficients
of both cylinders increases sharply at critical spacing. In
contrast, at Mach 0.4 and above, the drag coefficient of both
cylinders gradually increases as the space increases. Fig-
ures 2, 3, and 4 show the effect of the Mach number on the
instantaneous flow filed of tandem cylinders at s/d = 0.5,
2.5, and 4.0, respectively. The flow fields change signifi-
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cantly as the Mach number increases. In a tandem arrange-
ment at s/d = 0.5, flow fields are classified into Mode 1.

3 7t
2
:1
Q
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-1 2]
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Figure 1: Variation of drag coefficient with space.
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Figure 2: Instantaneous flow fields at s/d = 0.5. (a)M =
0.2; ()M = 0.4; (c)M = 0.6; (A)M =0.7.

Figure 3: Instantaneous flow fields at s/d = 2.5. ()M =
0.2; (b)M = 0.4; (c)M = 0.6; ()M = 0.7.

Figure 4: Instantaneous flow fields at s/d = 4.0. (a)M =
0.2; ()M = 0.4; (c)M = 0.6; (d)M = 0.7.

For M = 0.2, the shear layer separated from the leading edge
of the upstream cylinder extends to the rear of the down-
stream one. At M = 0.4, the shear layer strongly rolls be-
tween the sides of two cylinders, and relatively large ed-
dies advect alternately on the downstream side of the cylin-
der. The flow fields at M = 0.6 and 0.7 are similar, and the

shear layer rolls up symmetrically between the two cylin-
ders on the sides of two cylinders, and the vortices advect
downstream. In a tandem arrangement at s/d = 2.5 for
M = 0.2, the small vortices in the shear layer due to the
Kelvin—-Helmholtz instability develop asymmetrically and
extend to the downstream side of the cylinder. At M = 0.4,
small vortices in the shear layer asymmetrically grow larger
than M = 0.2 and are shed near the front surface of the
downstream cylinder. At M = 0.6, the flow field transits
to the Mode II, and large-scale vortex shedding begins be-
tween the cylinders. On the other hand, symmetrical vor-
tices are emitted between the cylinders at M = 0.7. In a tan-
dem arrangement at s/d = 4.0, Kdrmén vortices are emitted
from both cylinders from M = 0.2 to 0.6. At M = 0.7, larger
symmetrical vortex shedding begins between cylinders than
s/d =2.5. The increase in the Mach number reduces the
growth rate of the instability of the shear layer and extends
the recirculation region of a single cylinder significantly at
Re = 2.0 x 103. The transition to the Karman vortex (Mode
II) does not occur even at s/d = 4.0 for M = 0.7 because the
growth rate of the instability of the shear layer decreases.
The instability of the shear layer is affected by the widening
of the space, and the scale of the vortices formed between
the cylinders increases at Mach 0.7.

4 Conclusion

In this study, the flow around two square cylinders in a
tandem arrangement were visualized by Schlieren at Re =
2.0 x 103,M = 0.1-0.7, and the effect of compressibility
on interference flow was evaluated. The flow field changed
with increasing space and Mach number. The higher the
Mach number, the faster the flow field transitions from Mode
I to Mode II below M = 0.6. At M = 0.7, the flow field did
not transit to Mode Il even at s/d = 4 due to the slow growth
rate of the shear layer, and symmetrical large-scale vortex
shedding is observed.
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1 Introduction

Flying and swimming in nature often involves flapping
wings or fins, which can produce helical vortical structures
whose evolution affects the generation of lift and drag [1,2],
as well as the wake signature. The stability of such vortices
to perturbation is thus relevant to biological propulsion, as
well as other areas of fluid dynamics like free-space turbu-
lence, wall-bounded turbulence, and swirling jets [5, 8, 11].
Existing stability analyses have identified various instability
types on helical vortices, such as the long and short wave
instability and the mutual induction instability [12]. How-
ever, these studies did not include the possible destabilizing
effect of core-size variations on helical vortices. Such core-
size variations can appear on trailing vortices in unsteady
conditions [9], and lead to the propagation of twist waves
[3,6,7] and subsequent vortex bursting. On straight vortex
tubes, vortex bursting has been associated with a strong in-
crease in energy dissipation and destabilization of the vortex
core [4,10]. On helical vortices with initial core-size vari-
ations, we expect the generation and propagation of twist
waves to interact with the axial velocity and core dynamics
associated with the chirality of the tube. It is unclear how
this specifically affects the bursting and possible subsequent
destabilization of the bursting structure and vortex core.

To address these open questions, we simulate and analyze
helical vortex tubes with small radius (R) to pitch (p) ra-
tios at circulation-based Reynolds number 5000 with initial
finite core-size perturbation amplitudes. We set-up initial
conditions of helical vortex tubes with Gaussian core profile
and radius-to-pitch ratios 0 < R/p < 0.0625. This range of
R/p values corresponds to helical vortices that are close to
straight and the interaction between the neighbouring turns
of the helical vortex is weak. A localized core-size perturba-
tion of sinusoidal form (same as in [4]) is considered, where
the perturbation amplitude is defined through the ratio of
the maximum to minimum core-size (A). The computational
domain is a rectangular box, where the helical centerline of
the tube winds around the z axis and the length of the do-
main in z direction is L, = p. The mean vortex core-size
is chosen to be op/p = 0.05. Time is non-dimensionalized
with Gg /T o, where Iy is the initial circulation. The bound-
ary conditions are periodic in the z direction and unbounded
in x and y directions. The flow evolution is solved by dis-
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cretizing the 3D incompressible Navier-Stokes equations in
vorticity-velocity form using a remeshed vortex method, as
in [4,10].

2 Results

For the small radius-to-pitch ratio considered, the helical
vortex tubes with no core-size perturbations undergo self-
induced translation and rotation while the core diffuses, and
remain stable during the time period considered. When fi-
nite core-size variations are imposed on such helical vortex
tubes, the vortex tube undergoes a series of dynamics remi-
niscent of the straight tube case discussed in [4, 10], but with
some significant differences that we discuss below.

=15 =30
— - e
=45 r* =60
— _— -
*=107.5 =130
P P 4 - R

Figure 1: Volume rendering of helicity density field 7 =
u - @ for a helical vortex tube with R/p =0.02 and A = 4.3
at different times.

Twist wave propagation Starting from t* = 0, the differ-
ential rotation rates along the centerline of the vortex tube
lead to the generation of a left-handed and a right-handed
twist wave packet which propagate along the curved vortex
tube. The helicity density field 7 = u - @, for a helical vortex
tube with a small R/p value is visualized in Fig. 1, which
indicates the right-handed and left-handed twist waves (red
and blue color, respectively) at t* = 15. For a straight vor-
tex tube with the type of core-size variation considered, the
left-handed and right-handed twist waves propagate at the
same speed due to symmetry. When the centerline of the
vortex tube has non-zero torsion, as in the current case of a
helix, there is a non-zero self-induced velocity component
tangent to the centerline. For the current right-handed helix,
this velocity component is positive and magnitude is small
due to the small R/p ratios considered. This indicates that
the symmetry between the left- and right-propagating twist
waves is broken and there is a small but finite difference in
their speeds in the lab frame.
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Bursting events The twist wave packets propagate along
the curved vortex centerline and their collision leads to the
appearance of a pancake-like bursting structure starting at
around * = 30, The bursting structure can be clearly visu-
alized through the vorticity magnitude field and is shown in
Fig. 2. The characteristic vortical structure that appears are
formed by two interconnected vortex rings of opposite signs.
As the core-size ratio increases, multiple ring pairs can be
generated. The stability of the bursting structure at the late
stage of bursting is different between the straight and helical
vortex tubes. As shown in Fig. 2, for the same core-size ra-
tio A = 4.3, for the straight tube case the bursting structure
remains axisymmetric and no apparent instability sets in at
the late stage of bursting. In contrast, the bursting struc-
ture for the helical vortex tubes becomes non-axisymmetric
and unstable around ¢* = 45, disintegrating into small scale
structures. The instability originates from the shear arising
in the bursting structure due to the vortex centerline dynam-
ics, and thus sets in earlier for a higher R/ p.

r* =30 rf =45 * =65

Rip=0 l /0/ - O/
RIp =0.02 ‘ l i/o/ /6,\{

Figure 2: Volume rendering of vorticity magnitude field in
the bursting region for A = 4.3 at three different times for a
straight vortex tube (top row) and a helical vortex tube with
R/p = 0.02 (bottom row).

Long-time flow evolution Despite the break-up of the burst-
ing structure, the bursting process leads to twist wave rever-
sal as in [4]. As indicated in Fig. 1, the cascading instabil-
ities arising from bursting eventually disintegrate the vortex
core att* = 130. This is associated with long-wave instabil-
ities that manifest themselves as helical strands of stronger
vorticity winding around the remnant of the centerline. This
was also observed in the straight-line case [4], and the evolu-
tion of global energy and energy of the helical vortex tubes
follows a similar trend to that of the straight vortex tubes
with the same core-size ratio (see Fig. 3). As in the straight-
line case, repeated bursting events and instabilities lead to
a significant increase in global enstrophy and thus acceler-
ate energy dissipation. Eventually, starting around ¢t* = 200,
the twist waves and instabilities gradually dissipate and the
vortex tubes undergo a relatively smooth viscous decay.

3 Conclusion

The analysis of the simulation results suggest that core-size
perturbations on helical vortices can generate twist waves,
which propagate along the vortex axis and their collision
leads to the bursting events. The basic mechanisms un-
derlying bursting appear to be similar between helical vor-
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Figure 3: The time evolution of global enstrophy
e*(T}/00) = Jy @ @dV for cases with different R/p val-
ues. Here R/p = 0 is associated with a straight tube, and
A =1 denotes the absence of initial core-size variations.

tices and straight vortices. However, as helical vortex tubes
are characterized by a self-induced axial flow along center-
line of the vortex tube, the symmetry of the left- and right-
propagating twist waves is broken. The associated differ-
ence in wave speeds shifts successive axial bursting loca-
tions in the lab frame. Further, the self-induced flow also
shears and distorts the bursting structure, leading to instabil-
ity and the generation of small scale vortical structures at the
late stage of bursting. Overall, our results suggest that the
twist wave propagation and bursting effects associated with
core-size variations are robust phenomena for destabilizing
vortex tubes within a wide range of centerline geometries.
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1 Introduction

We present a series of Direct Numerical Simulations of the
planar flow past an impulsively started cylinder at Reynolds
numbers up to 1,000,000. An intriguing portrait of unsteady
separation is revealed; vorticity generation and vortex shed-
ding entail a cascade of separation events on the cylinder
surface that are reminiscent of Kelvin-Helmholtz instabili-
ties. Primary vortices roll-up along the cylinder surface as a
result of instabilities of the initially attached vortex sheets,
followed by vortex eruptions, creation of secondary vortic-
ity and formation of dipole structures that are subsequently
ejected from the surface of the cylinder. The vortical struc-
tures and their relationship to the forces experienced by the
cylinder are analyzed.

2 Results

Our high resolution simulations employ Adaptive Mesh Re-
finement (AMR), in order to keep the computational cost
manageable [1,2]. To ensure converged results, a refine-
ment study was performed and the resolution of each sim-
ulation was selected such that the early pressure and vis-
cous drag history given by the analytical results from [3]
are captured with less than 1% error. This is shown at the
top of fig. 1 for the flow at Re = 100,000. Note that time
is non-dimensionalised as T = %, where D is the cylinder
diameter and U its velocity. We identify four phases in our
simulations: (i) the early times of diffusion-dominated evo-
lution of the vortex sheet, (ii) the vorticity eruption, (iii) the
re-impingement on the cylinder surface of the wake dipole
and (iv) the wake development stage. They are highlighted
with different colors at the bottom of fig. 1, which shows
the drag coefficient as a function of time, for the flow at
Re =100,000.

The vorticity field is shown at the last timestep of our simu-
lations in fig. 2, for several Reynolds numbers and in fig. 3
for Re = 1,000,000. At the present Reynolds numbers it is
known that symmetric flow conditions can be lost by tiny
perturbations, such as numerical round-off errors. In our
simulations we confirm a previous finding from [4], where it
was found that fixing the order of operations through the in-
clusion of parentheses in the source code can preserve sym-
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FIGURE 1. Top: computed pressure (—) and viscous (—)
drag coefficients and analytical pressure (- - - -) and viscous
(— —) drag coefficients from [3]. Bottom: drag coeffi-
cient as a function of time. On the time axis we indicate
the early vorticity diffusion regime (=), the vorticity erup-
tion (—), the re-impingement on the cylinder surface of the
wake dipole (—), and the wake development stage (—).

metry. The presence of symmetry without explicitly enforc-
ing it is a manifestation of minimal numerical noise in the
computations of the flow past an impulsively started cylin-
der [5].

3 Conclusion

We performed high resolution simulations of the planar flow
past an impulsively started cylinder at extreme Reynolds
numbers up to 1,000,000. Our numerical method manages
to capture the analytical solutions for early times (that are
even singular at f = 0) and to preserve a very fragile symme-
try. We study unsteady separation mechanisms not present
at lower Reynolds numbers and explore how they develop
with time. Four distinct stages are identified: the early times
of diffusion-dominated evolution of the vortex sheet, the
vorticity eruption, the re-impingement on the cylinder sur-
face of the wake dipole and the wake development stage. A
strong dependence of drag on the vortex patterns observed
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FIGURE 2. From top to bottom: vorticity field for the im-
pulsively started cylinder at Re = 25,000, Re = 50,000,
Re =100,000. All snapshots correspond to t = 20T'.
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FIGURE 3. Vorticity field for the impulsively started cylin-
der at Re = 1,000,000 at time t = 6.35T .
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during these stages is thoroughly analyzed. Commencing of
separation leads to a significant increase in drag, whereas
vortex re-impingement on the cylinder surface leads to lo-
cal drag minima. At Re = 100,000, drag reduction seems to
occur when the primary separation angle becomes acute, a
situation reminiscent of the well-known drag crisis [6]. By
comparing the flows at different Reynolds numbers, we find
that the mechanisms of wake formation involve a cascade
of separation events and merging of small primary vortices
and the annihilation of secondary vorticity that erupts in the
form of tight dipoles from the cylinder surface. Inducing
such dipole eruptions may be an effective mechanism for
control of turbulent, unsteady separated flows.
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1 Introduction

Some natural plant seeds exhibit long-distance dispersal by
enabling the formation of vortical flow structures associated
with a lowered terminal velocity. Understanding the aerody-
namics underpinning their dispersal can inspire the design
of novel unpowered flying devices with high endurance and
range. The diaspore of the dandelion, for example, employs
a bundle of bristles called pappus, which gives way to the
formation of a steady Separated Vortex Ring (SVR) in their
wake when they fall steadily [1]. Because the formation of
the SVR is due to the low pressure in the near wake of the
pappus, it has been associated with drag enhancement.

The flight of seeds is susceptible to wind gusts. However, it
is not yet understood how the vortex dynamics around these
free-falling diaspores gets altered by the effect of gusts. This
is taken up in this study. It has recently been shown by Cum-
mins et al. [2] that the SVR, seen in the wake of dandelion
diaspores, also exists in the wake of porous discs. Hence,
we model the flight behavior of dandelion diaspores as free-
falling porous discs. Furthermore, we first focus on the vor-
tex dynamics of two-dimensional permeable plates, as the
two-dimensionality of the flow simplifies the interpretation
of the vortex dynamics. Within the talk, however, we aim to
discuss how the phenomenon demonstrated in this abstract
for two-dimensional porous plates extends to porous three-
dimensional disks.

We study the changes in the wake topology of free falling
plates and disks during the transient due to a horizontal dis-
crete gust. Furthermore, we extend the study to periodic
gusts to investigate whether the optimal flight condition is
related to the natural frequency of the free-falling body.

2 Computational Methodology

High-fidelity simulations are performed by solving the
Darcy equation in the porous disk, and the incompress-
ible Navier-Stokes equations or Newtonian fluids in the
clear fluid region around the disk. We use a finite vol-
ume approach with an overset mesh-based flow solver,
overPimpleDyMFoam, available within the open-source

This work was supported by the European Research Council through
the Consolidator Grant 2020 “Dandidrone,” H2020 ERC-2020-COG
101001499.
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library OpenFOAM. The inverse distance overset interpola-
tion technique is used to facilitate interpolation between the
donor and acceptor cells.
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Figure 1: Vertical velocity of a free-falling porous plate ex-
periencing a horizontal gust with Ga = 10 and 50.

To solve the fluid-structure interaction, a partitioned weak
coupling strategy-based 6-DoF solver is used, where the
fluid and solid solvers interact in a staggered manner. The
fluid governing equations are weakly coupled with the
Newton-Euler equations of motion using a partitioned ap-
proach. The structural solver uses a Newmark-beta time in-
tegration scheme.

We solve this set of equations in a nondimensional form us-
ing the fluid density p, the plate length (or the disk diam-
eter) L and the gravitational velocity U as reference den-
sity, length and velocity, where the hat over the symbols
identifies dimensional quantities. The gravitational veloc-

ity is computed as U = /g /(pL?), where 7 is the mass of
the solid body, and ¢ is the gravitational acceleration. The
nondimensional governing equations in an inertial frame of
reference with origin at the centre of mass of the body are

V-u=0, )

du 1 1
— +u-Vu=-Vp+—Vu— 2
8t+u v p+Ga U Gaba " @
muy 4+ wp X muy =F 47, 3)
Lywp+ wp x oy =T +er x 7y, )
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Figure 2: Vorticity contours in the wake of a porous plate experiencing a gust at Ga = 10 and 50.

where u is the fluid velocity; ¢ is time, p is the kinematic
pressure; Ga = U,L/V is the Galilei number; Da = &/L? is
the Darcy number, with k the dimensional permeability; m
is the solid mass; u, is the solid body velocity vector; ®,
is the angular velocity of the solid body; I, is the inertia
tensor; F and T are the fluid force and torque vectors; ¥ is
a unit vector in the direction of the gravity force; r is a unit
vector from the centre of gravity to the centre of buoyancy;
and e is the distance between the two centres.

To decrease the dimension of the computational domain and
tototal computational effort, the fluid equations 1 and 2 are
re-written for a noninertial frame of reference translating
vertically at the gravitational velocity U, and horizontally
at the gust velocity ug. The horizontal gust speed is de-
scribed by a cosine ramp: the gust speed is ug = 0 up to
time #) = 15 to allow the body to settle at a constant termi-
nal velocity, then between ¢ from ty = 15 and #; = 16, it is

uG = % [1 —Cos (”,(l%tg))] Gr, where Gg = 1 is the gust ra-
tio. After #1, the horizontal velocity is ug = 1. The plate has

a thickness of 1/10 and a mass m = 0.5.

3 Results

Figure 1 presents the comparison of the vertical velocity
time history of a porous plate for two different Ga values
of 10 and 50. At Ga = 10, the transient regime of the plate
dynamics after the gust is damped within few convective
times. On the contrary, at Ga = 50, the porous plate exhibits
a longer transient regime, resulting in a substantial tempo-
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rary reduction in the vertical velocity. This reveals that the
gust results in an overall reduction in the mean terminal ve-
locity from, for example, ¢+ = 0 and 40, and thus in a lower
vertical distance travelled over this period of time. It is to be
noted that in both cases, the initial condition at r = o is that
of a horizontal plate with zero vertical velocity, and the kine-
matics of these plates in the absence of gust was determined
to be a steady fall asymptotically reaching the terminal ve-
locity.

Figure 2 presents the vortex dynamics of the both these
cases. It is seen that the vortex cores manifested at the end
of the porous plates at Ga = 10 are of considerably lower
strength than that of Ga = 50 and remains almost attached
without having much deformation. On the other hand, at
Ga = 50, the transient flow regime is seen to be completely
unsteady with strong vortex interactions. In the presentation,
we will discuss how this transient flow interaction reduces
the overall vertical descent of the porous plate. We will also
extend these results to three-dimensional porous discs.
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1 Introduction

Swept wings are of significance over a vast array of
aerospace engineering applications, from micro-aerial vehi-
cles to passenger aircraft design. The leading-edge vortex
(LEV) is the key unsteady flow feature that underpins the
enhanced lift generation, especially in flapping flight. The
LEV dynamics of swept wings are extensively studied in the
existing literature due to the significant effects the planform
geometry has on LEV characteristics as well as interactions
with the tip vortex and LEV stability. However, a complete
understanding of LEV formation, growth and shedding in
swept wings is yet to be achieved.

The latest work by Chiereghin ez al. [1] experimentally in-
vestigated the LEV’s 3D nature by comparing unswept and
swept (40°) AR = 10 wings, undergoing plunging kinemat-
ics at Re = 2 x 10* with reduced frequency k < 1.1. Signifi-
cant 3D flow occurred where the outer LEV leg connects to
the wing surface, which was found not to be due to wing tip
interactions. The swept case had a larger bending moment
due to outboard movement of the inner LEV leg. Bend-
ing moment and lift increased with increasing reduced fre-
quency, due to increased LEV and tip vortex circulation that
cause greater LEV filament deformation. Vortex breakdown
was gradual, unlike in classical cases.

Zhang et. al [2] used direct numerical simulation (DNS)
to simulate swept AR = 1-8 wings at Re = 400 at constant
angles of attack between 16-30°. Unsteady wake features
were considerably more complex in swept wing cases. At
low sweep angles and aspect ratios tip vortex downwash sta-
bilises the wake. For moderately swept wings, midspan ef-
fects are more significant than tip flow effects. This results
in stationary vortices over the inboard section, the down-
wash of which increases the steady wake to higher aspect
ratio and acts as a lift enhancement mechanism for low to
medium aspect ratio wings. At AR = 8, midspan effects
are small over outboard sections and unsteady vortex shed-
ding occurs near the tip. At high sweep angles, stabilising
streamwise finger-like structures form across the span.

! This work was supported by the UK Engineering and Physical Sci-
ences Research Council (EPSRC) through a DTA scholarship, grant
EP/T517896/1.
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Hammer et. al [3] studied aspect ratio effects on dynamic
stall by simulating AR = 4, 8 swept wings (30°) at Re =
2 x 10° undergoing harmonic pitching from 4° to 22° at
a reduced frequency of k ~ 0.2. Visbal and Garmann [4]
extended this to look at the effect of varying sweep angle
by considering a sweep angle of 15°. Arch vortices cen-
tred at the half span and three-quarter span for 15° and 30°
sweep respectively were found. At 30° sweep, the outer
LEV leg interacts strongly with the tip flow and sudden tip
stall occurs. At AR = 8, 30° sweep, wall-induced instabili-
ties cause the vortex core to twist and a secondary stall re-
gion to form that merges with the stalled near-tip flow. This
results in stall over the outer three-quarters of the leading-
edge. The trailing-edge vortex (TEV) was stronger and
motion-induced effects caused earlier formation and prop-
agation of unsteady flow features. Increased aspect ratio in-
creased mean and peak loads, with an earlier onset of stall.

Despite these advances, there is research lacking regarding
high-fidelity simulations (in particular hybrid RANS-LES)
in the Re = O(10%) regime. Transient kinematics have been
limited to small amplitude plunging [1] and pitching up to
a maximum of 22° [3,4]. These will be addressed in this
study by performing improved delayed detached-eddy sim-
ulations (IDDES) of high-amplitude pitching swept wings
to assess how LEV stability, structure and convection vary
as functions of aspect ratio and sweep angle.

2 Methodology

An in-house setup of the open-source CFD software Open-
FOAM is being used to conduct simulations. A non-
orthogonal coordinate body-fitted mesh is applied to the
aerofoil and extended into the farfield to a distance of
12¢. The finite volume method is used to solve the time-
dependent, incompressible Navier-Stokes equations. Dis-
cretisation of the time derivatives is achieved using the back-
ward scheme, which was chosen for its second-order accu-
racy. Second-order accurate Gaussian integration schemes
are also chosen for the gradient, divergence and Lapla-
cian terms. The pressure implicit with splitting of opera-
tors (PISO) algorithm is used to achieve pressure-velocity
coupling. The Spalart-Allmaras model is used for turbu-
lence closure, as its effectiveness has been demonstrated
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Figure 1: Results of Otomo et al. [5], compared to results
from the present study after 3 pitching cycles.

for a wide range of unsteady separated external aerodynam-
ics flows. The no-slip boundary condition is applied to the
aerofoil surface and the farfield is given the freestream (in-
let/outlet) boundary condition. This acts as a zero-gradient
condition when fluid is exiting the domain and as a fixed
value condition, equal to the freestream value, otherwise.

3 Results

The experimental results of Otomo et al. [5] were com-
pared to preliminary results for a cyclic 2D aerofoil case as
ameans of validating the IDDES solver. The validation case
considered underwent symmetric triangular pitching up to a
maximum angle of attack of o@ = 64° at a reduced frequency
of k=0.88.

The graph in figure 1 demonstrates good overall agreement
between experiment and simulation. At the maximum and
minimum values of lift, the overshoot by computational re-
sults is likely due to 3D effects in the experimental results
reducing the lift peak. The discontinuities in computational
results at 1/ T ~ 0.18,0.25,0.33,0.68,0.76,0.82 have been
observed to be a feature of the reduced frequency consid-
ered, as results for k = 0.22 did not show this behaviour.

Figure 2 demonstrates the fine vortical scales that can be
captured by hybrid RANS-LES, which is a key motivation
for pursuing these simulations. Due to the majority of the
flowfield being resolved by LES, rather than modelled like
in traditional RANS simulations, smaller flow features can
be resolved. This will be particularly important when con-
sidering swept wing cases, as the three-dimensionality of the
vortical flow field due to the geometry will be better cap-
tured and further insights into the nature of LEV dynamics
over swept wing geometries can be ascertained.

4 Conclusion

To conclude, the preliminary results of this investigation
demonstrate the need to conduct high-fidelity simulations
to accurately resolve the flow field in the case of high-
amplitude pitching aerofoils. Hybrid RANS-LES methods

—Otomo et al.
—Present study
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Figure 2: Q = 1 isosurface, coloured by streamwise velocity
magnitude at o¢ = 64°.

are promising due to the compromise between improved
accuracy over RANS simulations and lower computational
cost than LES. This is particularly important for cases un-
dergoing complex transient kinematics.

The aim of this research is to investigate the relationship be-
tween LEV formation, growth, stability and breakdown and
swept wing planforms of varying aspect ratio and sweep an-
gles. Additional novel post-processing techniques are under
development to augment understanding of LEV dynamics in
these cases. Results will be compared to existing LOMs to
assess their capability for predicting forces and moments for
these cases.
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1 Three generations of vortex definition and
identification

Vortex is omnipresent in the universe but is also a major
threat to human life and the human environment. It is a
major cause of heart diseases, respiratory system diseases,
extreme climate change, air pollution, noise generation, in
addition to turbulence, etc. Vortex is intuitively recognized
as a rotational/swirling motion of fluids. It is ubiquitous
in nature and viewed as the building blocks, muscles, and
sinews of turbulent flows [1]. Quantitative research of vor-
tex is essential for scientific research. However, there was no
quantified definition for vortex which is a major bottleneck
of vortex science and turbulence research.

There are three generations of vortex identification methods
[9]. Helmholtz (1858) [2] defined vortex as vortex filament
which is infinitesimal vorticity tube. Helmholtz’s definition
of vortex is classified as the first generation. During the past
four decades, several vortex identification criteria, such as
Q.A, A3, and A.; methods, have been developed [3-6] and
are classified as the second generation of vortex identifica-
tion. They are all based on eigenvalues of the velocity gra-
dient tensor; however, they are scalars and thus strongly de-
pendent on the arbitrary thresholds. They cannot show the
vortex rotation axis, which is critical for vortex structure.
Furthermore, they are all contaminated by shearing. Rota-
tional axis and uniqueness in strength are two important is-
sues for vortex definition that cannot be solved by either the
first or second vortex identification methods.

Liutex, the third generation of vortex definition and identi-
fication, was introduced by Liu at the University of Texas
at Arlington (UTA) [7-9]. It is defined as a vector that uses
the real eigenvector of velocity gradient tensor as its direc-
tion and twice the local angular speed of the rigid rotation
as its magnitude. The major idea of Liutex is to extract the
rigid rotation part from velocity gradient tensor to represent
vortex, which is a mathematically rigorous tool suitable for
vortex characterization. The location of the rotation axis is
then the local maxima of Liutex (not vorticity), and the Li-
utex magnitude is twice the vortex angular speed, which is
uniquely defined.

! This work was under the support of NSF EAGER Grant #2300052,
Development and Application of Liutex and Third Generation of Vortex
Definition and Identification.
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(b)

Figure 1: (a) Liutex iso-surface and Liutex lines (color rep-
resents the rotation strength), and (b) Liutex iso-surface for
the vortex structure in early transition (R = 0.1)

2 Liutex

Liutex is defined as the rigid rotation part of fluid motion
[7-9]. The mathematical definition of Liutex is presented by
Eq. 1-2:

M

(@)

where R and R are Liutex vector and magnitude, 7 is the
real eigenvector of gradv, @ =V x V is vorticity, and A; is
the imaginary part of the conjugate complex eigenvalues of
grady. The condition @ -7 > 0 is used to keep the definition
unique and consistent when the fluid motion is pure rotation.

3 Liutex-based Vortex Identification Methods

Liutex Iso-surface. Since Liutex is the rigid rotational part
that is extracted from fluid motion, the Liutex vector, Li-
utex vector lines, Liutex tubes, and Liutex iso-surface can
all be applied to display the vortex structure (Fig. 1). The
advantage of the Liutex method is that Liutex is a vector,
unlike others which are all scalar. Another benefit of Liu-
tex is that it represents pure rotation without contamination
by shears, while all other vortex identification methods are
contaminated by shears.

Modified Liutex-Omega Method. The modified Liutex-
Omega method combines the ideas of both the Liutex and
Omega method, which is normalized, not contaminated by
shear, and is insensitive to threshold selection. The modified
Liutex-Omega method is defined by Eq. 3.

- (- 7)2

Qr = 3
K 2[(@-F)2—2A2+2A2 + A2 +¢ @

Liutex Core Line Method. All iso-surface methods are
threshold-dependent. A Liutex core line is defined as the ro-
tation axis of each vortex and is unique and threshold-free.
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Figure 2: Vortex structure in flow transition displayed by
Liutex core line methods (color represents Liutex strength):
(a) Liutex iso-surface and core lines, (b) Liutex core lines,
(c) Liutex core lines for flow transition (preliminary results)

The vortex core line is defined as a special Liutex line that
passes through the points satisfying the condition expressed
by Eq. 4.

VRx7?=0 7#0 4

where 7 represents the direction of the Liutex vector. The
Liutex (vortex) rotation core lines are uniquely defined with-
out any threshold requirement (Fig. 2). Therefore, the Liu-
tex core rotation axis lines with Liutex strength are derived
uniquely and are believed to be the only entity capable of
cleanly and unambiguously representing vortex structures.
Fig 2c shows that it is possible to use the automatic Liutex-
core-line method to show the vortex structure.
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Active heaving and passive pitching of a foil in a wavy stream
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1 Introduction

Swimming and flying animals encounter a wide variety of
flow conditions in their environments. They adapt their flap-
ping motions accordingly and may even use the environmen-
tal conditions to their favour. For example, Beal et al. [4]
reported an experiment where a dead trout propelled itself
against a vortical flow, showing that a body can follow an-
other body without expending energy. We are interested in
how swimmers and flyers make take advantage of heteroge-
neous flow conditions in their environments. As an initial
step, this study focuses on an actively heaving and passively
pitching rigid foil placed in a wavy fluid stream.

We consider a thin foil of chord c, thickness b, span s, and
density ps, as sketched in Figure 1. The foil is driven at
its leading edge by a periodic heaving motion of amplitude
ho and frequency f, and held against a freestream velocity
consisting of a uniform flow U., of density py, and a wavy
flow with amplitude V,,, frequency f,,, and wavenumber &.
At the leading edge, a torsional spring of stiffness k allows
the foil to pitch passively with pitch angle 8 in response to
the heaving motion and wavy stream.

Usot + Uy, Pf

2 /k

Figure 1: Schematic of the problem.

2 Methodology

We restrict ourselves to the small-amplitude limit of
ho/c < 1, 0 < 1, and fhy/Us. < 1. In this limit, the non-
dimensional equation of motion for the pitch angle is

16

?Ré = —4K6 —4Rh* +Cyy, (1)
similar to [2]. Above,
b 2h aM
R=P2 ke =T Cum
psc prUscs c prUscs
()

R is the ratio of a characteristic mass of the foil to a charac-
teristic mass of the fluid, and K is the ratio of a characteristic
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moment from the torsional spring to a characteristic moment
from the fluid. Cj; is the non-dimensional moment that the
inviscid fluid exerts on the foil, calculated as in [1,3].

The mean thrust, power, and energy coefficients are defined
as

2(T)
prU2cs’

2(P)
prU3cs’

2(E)
prU3cs’

Cr= 3
Above, (-) denotes time-averaging. Cr and Cp have the
usual interpretations, and Cg is the mean rate of power im-

parted to the fluid.

3 Results and discussion

The foil is forced by two independent mechanisms: the ap-
plied heaving at the leading edge and the moment gener-
ated by the oncoming wavy stream. The kinematic response
is directly related to the propulsive performance [2] and it
also helps us understand the underlying physics. We start by
analysing the kinematic response under each type of forcing
separately.

The magnitude and phase of the pitch angle are shown in
Figure 2 (only heave; no wavy stream) and Figure 3 (only
wavy stream; no heave) as functions of the reduced fre-
quency 6 = Tfc/U.. To gain intuition, we compare the
responses to those without a fluid.

Pitching Motion due to Applied Heaving
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Figure 2: Bode plot for kinematic response under applied
heaving at the leading edge for K = 0.01, R = 0.01, and
hy = 1.

The fluid adds damping to the system, which eliminates
the resonant peak for the weak torsional spring used here.
Furthermore, the fluid creates moments proportional to ¢
in both cases, leading to modified asymptotic behaviour.
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Comparing the two types of forcing, we see that wavy forc-
ing dominates at low frequencies while the applied heaving
dominates at high frequencies. The natural frequency of the
system @y is shifted down to @ due to the added inertia of-
fered by the fluid.

Pitching Motion due to Wavy Forcing
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Figure 3: Bode plot for kinematic response under wavy
forcing for k* =x,V,, = 1, K =0.01, and R = 0.01.

As the response for the applied heaving case has been dis-
cussed in detail in [2], we focus on the wavy forcing. In
Figures 4 and 5, we show the how the kinematics depend on
the non-dimensional stiffness and wavenumber.

Pitching motion due to Wavy forcing
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Figure 4: Bode plot for kinematic response for different
wavenumbers at K = 100, R = 0.01, and &, = 0.

Pitching motion due to Wavy forcing
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Figure 5: Bode plot for kinematics response for different
non-dimensional stiffnesses at k* = m, V,, = 1, K = 0.01,
and R =0.01.

In general, a lower non-dimensional stiffness or wavenum-
ber lead to a greater pitch amplitude, although this may not
be the case near a natural frequency of the system. The phys-
ical picture is as follows. Far from a natural frequency, a
stiffer spring offers greater resistance to applied moments,
yielding a lower pitch angle. When the wavenumber is large,
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the wavelength of the wavy stream is much smaller than
the chord. As a result, successive peaks and troughs vir-
tually nullify each other’s contributions to the net moment
on the foil. We also bring to the reader’s attention a dip
in the amplitude of the pitch angle when the reduced fre-
quency and wavenumber are equal. Physically, this condi-
tion corresponds to the phase speed of the wavy stream be-
ing equal to the freestream speed. It can be shown that the
non-circulatory moment is zero in this case.

In Figures 6 and 7, we show the mean thrust coefficient.
The trends differ from those for the amplitude of the pitch
angle, and we even observe a non-monotonic relation with
the wavenumber in an asymptotic regime. Of note, the foil
produces thrust despite the kinematics being purely passive.

Thrust due to Wavy Forcing
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Figure 6: Frequency response for Cy for a range of
wavenumbers at K = 100, R = 0.01, and hj = 0.

Thrust due to Wavy Forcing
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Figure 7: Frequency response for Cr for a range of spring
stiffness values at k* = 0.0lwr, V—-w =1, K = 0.01, and

R=0.01.

To summarize, the wavy forcing plays a dominant role (at
least for the pitch kinematics) for lower forcing frequen-
cies. Despite purely passive kinematics, the foil can produce
thrust in a wavy stream. At the colloquium, we will expand
on the physical origins of our observations and characterize
the propulsive performance when the forcing is mixed.
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1 Introduction

The application of topological data analysis (TDA) to de-
tect patterns in fluid dynamics evolving under an unsteady
or vortex-dominated flow field is a relatively new endeavor.
TDA quantifies the shape of data in a multiscale manner,
and can be used to both detect large-scale features in data,
and to filter out the noise in the shape. The particular TDA
technique used here is called persistent homology (PH) and
it tracks connections between data points as they appear and
disappear at different spatial scales. For example, analysis
of persistent features of the vorticity field identifies vortex
core centers and vortex boundaries as representatives of the
zeroth (Hp) and first (H;) homology groups. We apply PH
to the vortex wakes generated by pitching and heaving flat
plates as models of bio-inspired propulsion with data sets
obtained via velocity fields from stereoscopic particle im-
age velocimetry (PIV). The vorticity fields are analyzed us-
ing PH to quantify the topology of the fields, and then the
results, that is the time evolution of numbers and boundaries
of vortices detected in this way, are correlated with the dy-
namic fluid phenomena.

The basic workflow of PH takes in the data set of interest,
forms local connections between data points based on the
value of the chosen scale parameter (filtration), computes
and counts global features such as connected sets and loops
formed from local connections (homology), and then visual-
izes the results of this analysis across the values of the scale
parameter using the persistence diagram (PD). In general,
PH represents local connections using simplices, the sim-
plest possible polytopes in a given dimension, such as ver-
tices, edges, triangles, etc., resulting in the data set stored
using the simplicial complex. Since our PIV data is already
represented on a uniformly-spaced and structured rectangu-
lar grid, we instead use cubical complexes that are better
adapted to such structures. We denote a vertex (the data
point itself) as a 0-cube, an edge between two vertices as a
1-cube, a face formed by four bounding edges as a 2-cube
(pixel), and a volume enclosed by six bounding faces as a 3-
cube, as shown in figure 1. These complexes, whether sim-
plicial or cubical, can reach up to any n-dimension needed.
The cubical complex itself is the composition of these indi-
vidual pieces to create a large object of these n-cubes.

To form connections between grid points, this analysis
method uses a filtration technique called lower-star filtration
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0-cube 1-cube 2-cube 3-cube

Figure 1: Building blocks of cubical complexes visualized
in three dimensions.

(or sublevelset filtration). Each grid point (0-cube) is as-
signed the vorticity value; the edges (1-cubes) are assigned
the larger of the two values of their endpoints, the pixels (2-
cubes) the largest of the values of their edges, and so on. To
filter according to vorticity, a vorticity value (level) is chosen
and all n-cubes with values larger than the chosen level are
temporarily removed— the remaining cubes form connected
components and loops. Threshold values at which a partic-
ular feature appears and disappears are recorded as, respec-
tively, the “birth” and “death” of a feature; where the subset
of cubes in a feature needed to still recognize the connectiv-
ity of the feature is called its “representative”. Changing the
threshold value from minimum to maximum can be imag-
ined as a three dimensional surface formed by the vortic-
ity distribution that is intersected with a horizontal plane to
form level-set contours. As this threshold plane is swept, we
record the threshold values at which contours appear, merge,
or disappear.

The persistent homology can be represented as a persistence
diagram (PD), which encodes topological features as points
in the birth-death plane. The larger the difference between
death and birth, called persistence, the more robust is the
feature across scales. Points close to the diagonal represent
trivial features of near-zero persistence, disappearing almost
as quickly as they appear. They are interpreted as topologi-
cal noise and can be removed to simplify the topology of the
data. Points further from the diagonal represent points that
may be of interest, i.e., persist for a longer interval. PDs are
created for both zeroth and first-order features, respectively
detecting vortex cores and vortex boundaries in our case.

To compare two snapshots quantitatively, we can compute
distances (metrics) between their PDs as the optimal trans-
portation of points in one PD to the other. Based on the dis-
tance of transportation, the bottleneck metric measures only
the single largest difference between persistence diagrams
and ignores the rest, whereas the Wasserstein metrics add
up all distances. PD distance of consecutive snapshots can
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Figure 2: An example of a persistence diagram. Points
along the diagonal represent noisy data, and points further
from the diagonal represent data points that are more likely
of interest as they persist longer. The most persisting feature
is the topmost data point in the graph, with a death value of
oo, intersecting the grey line.

be interpreted as “topological speed” and, when high, could
be an indicator when the topology of the flow is changing
dramatically.

Our goal is to capture and parameterize structures of the
flow field through the application of persistent homology in
the analysis of vortex topology. Specifically, we will ana-
lyze the wake structures produced by a bio-inspired panel
undergoing three different cases: pure pitching, pure heav-
ing, and a combined pitching and heaving motion. We know
that fish and aquatic mammals demonstrate high power, ef-
ficiency, and maneuverability using similar actuators, and
significant research has been conducted to study their 2D/3D
flow structures and their effects on the time-averaged perfor-
mance. From these reconstructed 2D phase-averaged vortex
wakes we explore whether different kinematics of fish-like
panels produce different patterns of vorticity in the wake,
and how we can encode the persistent and/or dynamically
important features of those patterns using PH.

2 Results

Using persistent homology on the varying kinematic cases
of the moving panel results in identification of persistent
maxima and minima of the flow field as vortex cores of the
positive- and negative-signed respective vortices, as well as
loops around both the maxima and minima as vortex bound-
aries.

hedl b

Figure 3: Visualization of adjusting the cutoff value of the
PH function. Starting from the left, the cutoff is set to 0.01
and is subsequently increased to 0.5, 2.0, and finally 5.0

As the cutoff value is adjusted in the function that computes
the persistent homology of the space, we see a reduction in
the amount of persistent Hy points and H; loops identified,
which is also reflected in the respective PD, shown in fig-
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ure 3. As the cutoff value is increased, the number of persis-
tent points (Hp) and loops (H}) that are identified decreases,
i.e., there is a reduction of the effects of noise in the analysis.

Furthermore, a step through of the PDs for a given case ex-
hibits a periodic nature that corresponds to a new vortex be-
ing shed behind the plate. In the example of the heaving
plate below, we see that as a new positively-signed vortex
is shed behind the plate, the relevant persistent maximum
(Hp) and vortex boundary (H;) peaks in persistence on the
PD. The same is observed for each negatively-signed vortex
that is shed as well, where a persistent minimum value and
vortex boundary loop peaks in the respective PD.

Figure 4: These four figures are subsequent snapshots of the
vorticity field and their corresponding PDs for the positive
vorticity only. Starting from the left, we observe that as a
new vortex is fully shed, both the Hy and H; groups acquire
a new maximally-persistent feature (second in from the left).
The persistence intervals of these features will continue to
decrease per snapshot as the vortices move towards the right
and out of the frame, and a new feature will appear with the
shedding of the next positively-signed vortex.

3 Conclusion

In conclusion, we see that persistent homology yields a con-
sistent framework to deal with vorticity fields. It filters
noisy data via a cutoff value, without changing the most
persistent representatives of both the Hy and H; homology
groups. It can be applied directly to field data, and can be n-
dimensional. Additionally, we anticipate that the bottleneck
and Wasserstein distances are metrics that will help mea-
sure the similarity between two persistence diagrams. Im-
plementing this technique to describe the similarity of PDs
of a fluid flow is an attempt to extend on previous work
[1]. Future objectives with this work are to use this per-
sistent homology framework to implement machine learn-
ing on trackable vortex topology features, exploring three-
dimensional topological data analysis, and using zigzag per-
sistence and multi-parameter persistent to track how persis-
tence diagrams evolve in time-varying metric spaces.
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1 Introduction

Although facemasks have been widely accepted as a must-
have tool for reducing COVID-19 transmission (caused by
the SARS-CoV-2 Coronavirus), their effectiveness in reduc-
ing airborne transmission due to several respiratory actions
(breathing, coughing, talking, sneezing, etc.) is obscure.
The efficacy of the facemasks depends on how well it fits on
the wearer’s face, respiratory aerodynamics, filtration flow
physics, droplet dynamics, and their interaction with the
porous mask’s material [1]. Poor fit of masks enables flow
leakage around the periphery of the mask where it does not
make a seal with the face, and thereby reduces the effective-
ness of the facemask. Peripheral leakages are significantly
impacted by facial features, therefore, fitting of facemasks
should be thoroughly investigated to understand how and
where the leakage sites are present to ensure higher protec-
tion efficacy of facemasks.

Recent studies have demonstrated that the flow produced
during routine daily activities such as talking, breathing, and
laughing has the potential to spread the SARS-CoV-2 virus.
Droplets generated during everyday speech may act as a
stimulant in the transmission of COVID-19. We focus on
investigating how the pronunciation of some syllables and
induced mouth movement may result in deformation of the
facemask, therefore reducing the protection efficiency. A
novel analytical integral boundary layer solution is devised
to quantify the flow in the interface regions between the face
and the mask. The mask is deployed on the faces based on
a previously developed model [2]. Face and mask are mod-
eled mathematically using a series of linearly interconnected
channels with porous top boundary. The region of the face
covered by the mask is discretized into channels beginning
at the mouth and ending at the mask edge. The channels’
height varies and depends on the distance between the face
and mask at every location. The fluid dynamics inside the
channels are driven by the compatibility condition of the in-
let pressure. The model is validated with a detailed flow sim-
ulation and employed to find the interconnected relation be-
tween fitness during talking, porosity, and leakage through
the mask. We quantify the effectiveness of face masks dur-
ing talking in a large cohort of faces and diverse probable
talking scenarios to quantify the leakage pattern and mask
efficacy in talking activities.

IThis work is supported by National Science Foundation under grant
number Number: CBET-2034992.
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2 Results

2.1 Outward and Inward Protection Model

We focus on the fluid phenomenon behind a breathing per-
son wearing a face mask. The first step in this study in-
volves creating a large virtual cohort of faces; a popular ap-
proach for building morphable faces is via principal compo-
nent analysis (PCA) representing the face as a function of
shape vectors; through different combinations of these vec-
tors, the face can be morphed into different geometries [2,3].
Further broadening the approach the PCA can even be ap-
plied to a specific facial feature (nose, cheek, chin, zygo-
matic bone, eyes, ears) while keeping other regions of the
face unchanged. The next, step involves mask deployment
on virtually generated faces. In the end, pass the face and
mask deployed geometry to the analytical boundary layer
solver coupled with Darcy’s porosity term to estimate the
flow field in the interface region between the face and the
mask. The pressure drop inside each i channel can is deter-
mined as,

P(x*) = P, — Biavin (') ()
where P, is the outside pressure, (U is kinematic viscos-
ity, B is the Darcy’s porosity coefficient, v;,; is the inflow
breathing flux to the model. The simplest velocity profile is
to assume the Poiseuille flow parabolic profile. Using the
Karmén-Pohlhausen momentum integral technique we can
obtain the solution for v, and vy such that [4]

() = AN (1) @)
w0 y) = e [y 2y )

On substituting the equation 3 into 1 we can calculate the
pressure at injection surface as,

df

x*

P(x*)=P,—Buu,

“

Figure 1 shows the non-dimensionalized through-mask flux
for facial features chin and cheek, « represents the shape
coefficients for example o = -1.2 and 1.2 represents max-
imum deformation on the chin while keeping other facial
features unchanged. As the flow involves suction in the (b)
inward model there we incorporated the effect of head-loss
coefficient k with this model. The through-mask leakages
for each face are different signifying seemingly insignif-
icant changes in facial features can induce different leak-
age behavior. Furthermore, when the porosity increases the
through-mask flow increases, and on the contrary when pe-
ripheral leakage increases the through-mask flow decreases.
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Figure 1: Statistics of non-dimensionalized through-mask
leakage for facial feature chin and cheek for a) outward and
b) inward protection model; « is the shape coefficient.

2.2 Full-Scale 3D Simulation

Here, direct numerical simulations (DNS) of the Navier-
Stokes equations are used to study, in more detail, the flow
physics of a person coughing while wearing a facemask.
The immersed boundary method (IBM) is implemented to
enforce the boundary conditions at the face and facemask as
follows,

o)

1
—+V-(uu) = —EVp—i—szu—f, (6)
where u(x,?) is the velocity field, p(x,t) is the pressure and
f(x,7) is a forcing term added to enforce the effect of porous
mask. Here x = (x,y,z) is the Cartesian coordinate vector.

The mask is considered to be thin enough to be represented
as a membrane, and the Darcy law is used to model it’s
porosity. The Darcy law, integrated through the thickness
of the mask is given as

[pIn= —%v = —cyVv,

where v(s,?) is the through-mask velocity and [p] = p™ — p~
is the pressure jump over the mask. The mask’s porosity is
described by k, however, we use the parameter ¢, = 1 /k, the
effective flow resistance coefficient.

@)

A representative face is selected based on the integral
boundary layer model results and a preliminary simulation
is shown here to validate the model capabilities. A cough jet
with a peak velocity of 10 m/s is simulated. Figure 2 shows
the flow structures and velocity magnitude leading up to the
time of peak coughing velocity for a facemask with a poros-
ity coefficient of ¢; = 1000.

In figure 2 the predominant leakage jet is the upward-
flowing leakages around the periphery of the nose due to
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Figure 2: Time evolution of the flow during a coughing
episode; front view of iso-surface of velocity magnitude a)
25% b) b) 50% c) 75% of peak velocity time d) peak time.

larger gaps; leakages at the sides are minuscule. A part of
through-mask leakage is filtered and the filtration extent de-
pends on the mask material. We used fitted filtration effi-
ciency (FFFE) as a metric to quantify how much of the flow
is filtered which correlates directly with how much protec-
tion the mask offers. FFE consider the nominal FE for
instance the FE on N95 mask is 95% but FFE is lower de-
pending on fit [5].

3 Conclusion

We focus on understanding how the changes in facial fea-
tures may lead to mask leakages. A geometrically weighted
PCA algorithm is proposed to generate a large virtual popu-
lation. The flow physics of a person breathing while wear-
ing the mask is investigated from outward and inward pro-
tection perspectives. We noted that the gap profile varies
for each face even with seemingly insignificant changes in
facial topology resulting in unique trends of peripheral leak-
ages. We simulated a coughing jet from a full-scale 3D CFD
for representative faces. It is observed that male and child
faces have almost similar gaps in the mask fit; the female
face showed larger gaps at both the top and bottom edge
of the mask therefore leakage was significant. As a future
direction, the model and simulations are extended to the dy-
namic case of a talking person with diverse probable talking
scenarios to advise simple metrics that can quantify the leak-
age pattern and mask efficacy in talking activities.
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1 Introduction

Seals have keen hydrodynamic tracking abilities attributed
to their uniquely shaped whiskers that have two sets of
opposing undulations in the spanwise direction. In con-
trolled experiments, the undulated whiskers experience re-
duced drag and near-elimination of vortex induced vibration
when compared to smooth cylindrical shapes [1]. In span-
perpendicular flow, the undulated geometry is responsible
for a three-dimensional vortex shedding pattern and modi-
fication of the shedding frequency response in comparison
to a circular cylinder. These effects enhance sensitivity and
elimination of signal noise for seals as their whiskers re-
main relatively still in flow. Similarly, this geometry may
lend benefits to engineering applications that benefit from
sensing and reduction of forces.

Existing research focuses primarily on geometric parame-
ters describing the whisker surface such as thickness, as-
pect ratio, and undulation wavelength, phase and ampli-
tudes [2, 3]. Generally, studies involving whisker geome-
try focus on flow perpendicular to geometry span. With the
exception of angle of attack [4], other orientations remain
mostly unexplored, though the complexity of shedding be-
havior from surface undulations is likely compounded by
orientation changes. Sweep angle variation is pertinent to
many potential uses of seal whisker geometry such as force
reduction on wind turbine bases, drilling risers, or pipelines.

In this research, flow simulations are performed on a peri-
odic section of whisker-inspired geometry at a biologically
relevant Reynolds number of 500. Direct numerical simula-
tion (DNS) of flow over the geometry is performed along-
side models with circular and elliptical smooth cross sec-
tions for comparison. Simulations are performed through a
range of sweep angles and, from this data, flow structures,
shedding frequency changes, and spanwise distribution of
fluid forces are analyzed. These metrics are used to evalu-
ate the effect of sweep angles from the perspective of force
reduction and identify important trends in the resulting flow
physics.

IThis work was supported by the National Science Foundation under
grant numbers CBET-2035789 and CBET-2037582, and the Department of
Defense SMART Fellowship
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2 Methods

The whisker model is defined by a repeatable analytical def-
inition and generated by a dynamic mesh morphing algo-
rithm that generates the undulations from a structured cylin-
der mesh [5]. Sweep angle, A, is prescribed about the
whisker geometry yaw axis, and is modified in 15 degree
increments from O to 60 degrees, achieved by altering the
prescribed inlet velocity direction. End-effects are not in-
vestigated due to periodic spanwise boundary conditions.
Finally, forces are computed along the surface and defined
by the coefficients of drag and lift,

2Fp(z,t)
on%T(Z)Lz

Fi.(z,1)

CD(ZJ) = on%C(Z)LZ,

and Cp(z,t) = @)
which are functions of time, ¢ and spanwise location z, and
defined using the spanwise dependent thickness 7'(z) and

chordlength C(z).

3 Results

Figure 1(a) portrays the instantaneous flow structures (Q-
criterion) from A = 0, 15, and 30 degrees. At this Reynolds
number the baseline smooth geometry with matching aspect
ratio (not shown) displays a vortex street with shed struc-
tures remaining connected across the span. In all cases
presented in the aforementioned figure, there is noticeable
breakup of vortices about the center of the whisker geom-
etry. However, the perpendicular flow (top) demonstrates a
shedding pattern both separated in space and alternating in
time. This feature is responsible for cancelling out a portion
of what would otherwise be a large instantaneous net force
on the model in a single direction.

The alternating shedding pattern is gradually lost as sweep
angle increases. The implications of this trend are seen on
the unsteady lift coefficient, shown in the spatiotemporal
plot with respect to spanwise position and time in Figure
1(b). At A = 0 positive and negative peaks in lift force al-
ternate clearly with respect to time and spanwise position,
reducing the Cr gys by 91.1% with respect to a smooth el-
lipse of equivalent aspect ratio, as well as near-elimination
of a clear and dominant shedding frequency. As sweep angle
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Figure 1: (a) Instantaneous flow structures plotted by Q-criterion (b) Lift force with respect to spanwise location over whisker
geometry at 0, 15, and 30 degrees (descending) (c) Drag force with respect to spanwise location for the same cases.

increases, a strong shedding frequency returns and decreases
in descending order on Figure 1(b). The formerly separated
peak forces merge together on the time axis resulting in a
smaller reduction in lift from ellipse to whisker of 75.4%
at 15 degrees and 49.8% at 30 degrees. These downward
trends in smooth ellipse coefficients and upward trend for
whisker geometry continue at larger angles. The two ge-
ometries converge at 45 degrees with similar Cy gyss values
of 0.11, and then diverge again at A = 60 degrees when the
undulated geometry has a higher root-mean-square lift than
the smooth ellipse.

Lastly, to explain the reduction in drag forces, it is best to
look at the behavior of the flow at various locations along the
span in 1(c). Flow structures interact with the model through
forces that vary with respect to location due to surface undu-
lations since the local aspect ratio changes periodically. As
A increases, the relative chord length and aspect ratio seen
by the streamlines increase. As a result, localized forces be-
come increasingly concentrated at specific locations, and the
overall drag forces decrease with sweep angle for whisker
geometry. There is a 10.4% decrease in coefficient of drag
from that of a smooth ellipse at O degrees, a 7.4% decrease
at 15 degrees, and a 1.8% decrease at 30 degrees. Beyond
this, values of drag coefficient are nearly identical at 0.381
and 0.222 for whisker geometry at 45 and 60 degrees, com-
pared to 0.377 and 0.222 for an ellipse. The reduction in
drag forces is significantly smaller percentage-wise than was
seen for lift forces, and at 45 to 60 degrees, both geometries
result in nearly identical values which indicates little signif-
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icance of surface undulations on drag force reduction at or
beyond the 45 degree threshold.

4 Summary and Future Work

Results of flow simulations indicate potential for the util-
ity of whisker-inspired geometries for angled flow applica-
tions when sweep angle is less than 45 degrees. Further
research could explore coupled orientation and geometric
parameter changes and may yield optimization of desired
force-reduction effects or improve efficacy of this geometry
for larger sweep angles.
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Figure 1: (a)Bird undergoing a high angle-of-attack maneuver with deployed covert feathers. (b) Experimental coefficient
of lift C; measurements as a function of angle of attack a for a NACA 2412 airfoil with and without covert-inspired flaps.
Instantaneous vorticity fields of the NACA 2412 airfoil obtained using Detached-Eddy simulations for the no-covert

configuration (c), and the covert configuration (d).

Recent years have seen the deployment of unmanned
aerial vehicles (UAVs) and small electric vertical take-
off and landing (eVTOL) aircraft for a variety of opera-
tions, including extended surveillance, logistics support,
and urban air mobility. Many of these operations require
air vehicles to navigate, hover, and land in urban environ-
ments and complex terrain dominated by unsteady flow
conditions that significantly increase the risk of stall [1, 2].
While mitigating the risk of sudden stall and flow sepa-
ration in these environments remains a major challenge
for vehicle design (3], birds have long been able to nav-
igate and maneuver in obstacle-filled environments and
gusty conditions [4]. Thus, incorporating bird-inspired
elements in vehicle design presents a possible solution for
engineering stall-resistant air vehicles.

Birds feathers have been reported to aid in stall mitiga-
tion by modulating and modifying the flow field around
the wings. One of such feather systems is known as the
covert feathers or coverts (Figure la). Coverts are con-
tour feathers found on the upper and lower surfaces of
birds’ wings. There are multiple rows of covert feathers,
and each has been observed to deploy during flight, es-

pecially during high angle-of-attack-maneuvers and gust 119

encounters [5, 6].

The authors’ prior work explored the aerodynamic impact
of incorporating a single covert-inspired flaps on a NACA
2414 airfoil in wind tunnel experiments at a Reynolds
number of 200,000. They demonstrated a large average
lift gain (=~ 12% — 23%) in the post-stall regime, showcas-
ing the efficacy of the flap in delaying stall and mitigation
of flow separation [7, 8]. These studies were limited to one
covert-inspired flap, while bird wings have multiple rows
of covert feathers. Most recently, we investigated the im-
pact of using multiple flaps on the aerodynamic forces
and the flow field using wind tunnel experiments and
Detached-Eddy simulations (DES). Figures 1b-1d sum-
marize recent findings for a 5-flap configuration. Wind
tunnel lift measurements showed up to a 57.6% improve-
ment in the coefficient of lift C; in the post-stall regime
for five freely moving flaps distributed along the suction
side of an NACA2414 airfoil. DES was then used to visu-
alize the flow field around the same airfoil with five flaps
located at the same chord-wise locations as the experi-
ments. The vorticity snapshot of the 5-flap configuration
shown in figure 1d shows a portion of the leading-edge
vortex trapped between the first and second flaps, which
results in increased suction over the wing’s upper sur-
face. In addition, the covert configuration prevents re-
circulating flow from propagating upstream, reducing the
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adverse-pressure gradient and allowing the flow to remain
attached until the first covert flap. While the simulation
results represent the first evidence for the benefit of hav-
ing multiple covert-inspired flaps at this Reynolds num-
ber, the simulations ignored the effect of the flap dynam-
ics by fixing the flaps’ deflection angle at the mean value
observed during the wind tunnel experiment.

Thus, the overall aims of this study are to a) validate
the simulation results and b) investigate the effect of the
flap dynamics on the flow field. More specifically, we will
present results from two experiments. In the first exper-
iment, the static-flap simulation will be re-created, and
time-resolved flow field measurements will be acquired
using planar particle image velocimetry (PIV). In the
second study, the covert flaps will be allowed to move
freely in response to the aerodynamic loads, similar to
the wind tunnel experiments, and the resulting unsteady
flow fields will be visualized and quantified. The measure-
ments will be used to validate the static-flap assumption
made in the simulations and improve our understanding
of the physical mechanisms governing the lift-enhancing
role of covert feathers in birds. The results will include
lift and drag measurements from the aforementioned wind
tunnel experiments, and the experimental flow fields for
high-resolution time-resolved PIV measurements.
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1 Introduction

The flow past a solid plate is one of the most common
situations in fluid mechanics, in which the interaction of
two shear layers carrying concentrated vorticity of opposite
signs results in the classical von Karman vortex street. Is is
well know that this classical wake pattern can be altered by
interfering with the wake by adding a splitter plate, for ex-
ample, letting the base to bleed or simply making the body
porous. The changes induced in the wake can delay the on-
set of vortex shedding or even completely remove it. Early
works using plates with different porosity values have shown
that the removal of vortex shedding is accompanied by a fall
in drag, and it is possible if the porosity level reaches certain
level [1,3]. Another reported effect of porosity is the move-
ment of the recirculation bubble, leading the vortices to form
and shed further downstream when compared to a solid bluff
body [1,5]. In addition to experimental works, simulations
and theoretical models have been published recently. How-
ever, the former are still restricted to low Reynolds num-
ber [2], and the latter is only available for steady models [4].
There are a series of questions that remain open. For ex-
ample, how fast is the “switch-off” of the vortex shedding
as the porosity increases; can vortex shedding occur even in
the absence of a recirculating bubble; what is the impact on
drag forces. In an attempt to answer these and other ques-
tions, we carried out a series of experiments in water channel
and wind tunnel using hot wire anemometer, force measure-
ments, and PIV. In this work, we present preliminary results
focusing on the vortex shedding evolution as the porosity
increases at the moderate range of Reynolds number.

2 Experimental setup

Experiments were carried out with a series of rectangular
plates made out of acrylic sheets with width D = 66mm and
height H = 740mm. The porosity § = A, /Ar, defined as the
ratio between the open and the total area of the plate, varied
between 0% - the solid plate - and 35%. The Reynolds num-
ber varied in the range 15,000 < Re < 65,000. Two series
of experiments were carried out - one in the wind tunnel
and another in the water channel. The experiments in air
used hot wire anemometers to obtain the time series of two
points, located next to each shear layer separating from the
plate at a distance x/D = 6 and y/D = £1.5. These veloc-
ity signals were then used to obtain the coherence between
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Figure 1: Experimental setup for PIV measurements in the
water channel

the layers, which is an indication of vortex shedding. In the
same series, force measurements were acquired using two
independent load cells, one at each extremity of the model.
The experiments in the water channel focused on planar PIV
measurements in the middle cross section of the model, as
illustrated in figure 1.

3 Results

Figure 2 shows the mean field for the # component (parallel
to the incoming flow), obtained from the PIV measurements.
In addition, the streamlines are superimposed in the figures,
and the yellow line marks up the recirculation bubble for
each porosity value. It is possible to observe that the recir-
culation bubble moves dowstream as the porosity increases,
similarly to what [1] observed. The bubble starts to decrease
in extent from 8 & 15% and, for § > 30% it is no longer ob-
servable in the mean fields.

The velocity signals were used to calculate the coherence
between the two shear layers. Figure 3 illustrates the posi-
tion of the probes (u;,uz) and the typical plot for f = 18%.
C indicates the coherence and ¢ is the phase difference be-
tween the two signals. The figure shows a clear peak in
coherence at the frequency fD/Us. = 0.14, which is an in-
dication of vortex shedding. In addition, the correspondent
phase difference between the signals is consistently close to
180°, whereas it is scattered for other frequency values. The
second peak at fD/U.. =~ 0.14 and phase difference around
0° indicates an harmonic of the same phenomenon. Figure 4
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Figure 2: Mean velocity fields (i/U.) an streamlines for
different values of . Re = 25,000
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Figure 3: Coherence and absolute phase difference between
the two velocity signals (u1,u) at (x/D,y/D) = (6,+1.5).
B = 18% and Re = 60,000
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Figure 4: Coherence between the two velocity signals ver-
sus f3. Probes location: (x/D,y/D) = (6.0;+1.5) and Re =
60,000

was produced by using the same approach as figure 3 for all
porosities 3. There is a clear frequency signature delimited
by high values of coherence around fD/U. = 0.14 and its
harmonic around 0.3. From 8 = 22%, the peak of coherence
starts to fall, disappearing completely at § = 30%.

4 Conclusion and Future work

Experiments were carried out in the wind tunnel and wa-
ter channel to investigate the wake development of the flow
past porous plates varying the porosity S for moderate val-
ues of Reynolds number. The focus was on the formation
of the regular vortex shedding mechanism. The results have
shown that the recirculation bubble dettaches from the plate
as f3 increases, then reduces in size and vanish for § > 30%.
The transition from the regime with regular vortex shedding
to the regime without it occurs from 20% < 8 < 30%, and
in this range the vortex shedding is intermittent as the co-
herence value oscillates across the acquisition period. Next
steps involve the characterisation of the vortex shedding pe-
riod for the range 20% < B < 30% and the analysis of the
drag force.
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1 Introduction

Flow-induced vibration (FIV) of bluff bodies is frequently
encountered in many engineering applications, such as cool-
ing towers, high-rise buildings, heat exchangers, etc. The
vibration may cause structure fatigue and catastrophic con-
sequences. To better control the FIV of bluff bodies, various
methods were developed, such as modifying the surface and
installing appendages. Originally inspired by lotus leaves’
unique water-repellent feature, superhydrophobic surfaces
have been successfully applied for drag reduction on fixed
bluff bodies (Kim et al. 2015; Zhang et al. 2019; Sooraj
et al. 2020). However, rare literature has focused on their
effects on the FIV of elastically supported bodies (Daniello
et al. 2013).

A previous study on wavy cylinders have revealed that the
best drag reduction and lift fluctuation mitigation occur at
the mean-diameter normalized wavelength of 1.8 due to the
spanwise flow induced on the cylinder surface (Lam and Lin
2009). This motivated us to conduct the current study, in
which the FIV of a cylinder was controlled by coating the
surface with different superhydrophobic bands, a much sim-
pler way to create spanwise property variations.

The study was conducted in a closed-loop water tunnel. As
shown in Fig.1(a), A circular cylinder was elastically sup-
ported with air bearings and springs, such that it can move
transversely in a crossflow. The diameter and length of the
cylinder are D = 22 mm, L = 440 mm, respectively. Five
cylinders, including a normal (i.e., without coating) cylin-
der, three cylinders coated with superhydrophobic bands of
wavelength A = D, 1.8D and 3.6D, and a fully coated cylin-
der (A = o) were selected for comparison (see Fig.1b). To
pin down the near wake of the cylinders, PIV measurements
were conducted in the central horizontal plane of the nor-
mal and fully coated cylinders; For the cylinders with pat-
terned bands, three horizontal planes were measured, cov-
ering a normal surface band, the superhydrophobic surface
band and their interface.

! This work was supported by Natural Science Foundation of Guang-
dong Province (Project No. 2021A1515010337) and partially supported by
Natural Science Foundation of China (Project No. 91952107)
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Figure 1: (a) Schematic of the water-channel test rig; (b) a
picture of the normal cylinder; and (c) a representative cylin-
der with superhydrophobic surface bands where A = D.

2 Results

Fig. 2 exhibits the root-mean-square values of the FIV am-
plitude A versus the reduced velocity U, for the selected
cylinders. Only two FIV branches were observed, i.e., the
initial branch and the lower branch. All cylinders achieved
their maximum oscillation amplitude at about U, = 5.3. At
U, = 5.0 (corresponding to the Reynolds number of about
2660) in the initial branch, A ~ 0.19D for the fully coated
cylinder, roughly a 38.9% reduction if compared to A ~
0.31D for the normal cylinder. As for the patternedly coated
cylinders, A values for the A = D and 3.6D cylinders do not
deviate too much from the normal cylinder’s values. How-
ever, the A = 1.8D cylinder exhibits quite different dynam-
ics: its A values are largest in the initial branch and smallest
in the lower branch. Similar trends were also observed for
the measured transverse forces.

To uncover the reasons behind the above observations, Figs.
3 and 4 present the evolution of wakes behind the normal,
fully coated and A = 1.8D cylinders at U, = 5.0 and 8.4,
respectively. The 2S vortex mode is observed for all the
cylinders at U, = 5.0 in the initial branch (see Fig.3). It
seems that, compared to the normal cylinder, the vortex de-
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Figure 2: FIV oscillation amplitude A comparison of se-
lected cases: (a) a global view (b) a local view in the initial
branch

velopment for the fully coated cylinder is suppressed and
delayed. In addition, the lateral distance between its neg-
ative and positive vortex cores is also significantly smaller
than that for the normal cylinder. As such, less pressure
difference is then produced in the lateral direction, leading
to smaller A. For the A = 1.8D cylinder, the vortex struc-
tures are different in both strength and position among all
three cross-sections, reflecting the three-dimensionality of
the wake. At U, = 8.4 in the lower branch, due to the in-
crease of incoming flow velocity and the resulting Reynolds
number, the vortices become more dissipative. Only two
main eddies can be observed in Fig. 4. The difference be-
tween the normal and fully coated cylinder is not so notice-
able, while both show stronger vortices than those shed from
the A = 1.8D cylinder, which echoes the observation of the
oscillation amplitude in Fig. 2.

3 Conclusion

We investigated the FIV control of a circular cylinder using
superhydrophobic surface bands. It was found that the fully
coated cylinder can suppress the FIV in the initial branch. In
the lower branch, only the A = 1.8D cylinder could achieve
FIV mitigation. The fluid-structure interaction analysis fur-
ther revealed some physical insights. More detailed results
will be presented in our poster.
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Figure 3: Phase-averaged vortex patterns behind selected
cylinders: (a) normal, (b) fully coated, and (c-e) A = 1.8D
at U, = 5.0 in the initial branch. (i) to (iii) correspond to
the location of the oscillating cylinder at y* =0, 0.54,,,,, and

Apax-

Figure 4: Phase-averaged vortex patterns behind selected
cylinders: (a) normal, (b) fully coated, and (c-e) A = 1.8D
at U, = 8.4 in the lower branch. (i) to (iii) correspond to the
location of the oscillating cylinder at y* = 0, 0.54,,,,, and

Amax~
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1 Introduction

Coordinated controlled manoeuvring through upstream
wakes is important for a wide range of applications; from
surface ships to autonomous underwater vehicles. A proper
understanding of the unsteadiness of the surrounding flow
is essential, and it is a requirement to develop operations
involving several autonomous vehicles. Previous work has
shown that animals can greatly improve their performance
in terms of thrust production or efficiency if their kinemat-
ics and paths are properly adapted to the incoming flow [1],
but the physics behind the performance augmentation are
still not well understood.

With the use of flapping foils to replicate fish-schooling, it
has been seen that the performance of a foil immersed in
a thrust-producing wake is highly dependant on the inter-
actions between its path and the incoming vorticity struc-
tures. An important thrust augmentation can be achieved,
but also a large detriment if the kinematics are not adapted
to the upstream flow [2]. This points out to the importance
of adapting to any upstream condition changes in real time
to maximise and maintain gains.

With the use of Reinforcement Learning, a foil can learn to
keep the location that maximises performance [3], but those
tools usually require a large amount of computational data.
It has been shown that the use of physically relevant param-
eters can help to reduce the training cost, and to improve
generalisation [4]. In this line, [5] proposed a method called
”SINDy” to identify sparse governing equations by provid-
ing relevant input data to the system. The approach provides
“human-interpretable’ outputs, which would lead to a better
understanding of the mechanism behind the fish-schooling
gains. Also, another concept that needs attention is the ma-
noeuvring motion required to locate the foil in the optimum
route. Those kinematics changes can impose a large amount
of unsteadiness in the forces evolution that has to be ad-
dressed in the prediction stage.

Here, we construct a sparse database of cases where a foil is
executing manoeuvres inside an incoming thrust-producing
wake. Next, we develop several forces predictive models
with different inputs, to determine what components of the
surrounding flow are relevant to the performance of the foil.
We use physically relevant parameters, in order to reduce
the amount of data required, and to improve generalisation.
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Finally, we will evaluate the governing equations discovered
by the models to gain knowledge about the physics behind
the performance augmentation.

2 Methodology

To develop the forces predictive models we use the tool
SINDy (Sparse Identification of Nonlinear Dynamics) [5].
The approach relies on the control equation presented next:
Xi+1 = f(X;,U;11), where X is the state vector, U are the
control inputs, and f is the predictive function that advances
the state vector from ¢ to r + 1. To find f, we develop a
database of cases of tandem foil simulations, as depicted
in Figure 1A. Both foils follow similar sinusoidal heaving
(h = Asin(27 f1)) and pitching motions (6 = 64cos(2mf1)),
where A = 2C is the peak-to-peak heaving amplitude, 6y is
the maximum pitching angle, and f is the kinematics fre-
quency. The Strouhal St = 2Af /U value is set as St = 0.36.
The foils are located at a longitudinal distance of three
chords (X = 3c). We also add a phase delay to the kine-
matics of the hind foil, ¢. As part of its manoeuvre, the
follower foil executes a motion as presented in Figure 1B,
inside the wake generated by the leader. The path of the foil
can be defined as follows: one flapping cycle at a given ¢y,
one transition cycle to a new ¢y, and a last cycle at ¢;. We
include 64 cases in the training database, with 8 different ¢g
and ¢y, both ranging from 07 to 27.

Table 1 introduces the three predictive models considered
in this study. In each of the models, we increase the com-
plexity of the inputs, in an effort to gain knowledge of the
mechanisms behind the performance augmentation. All the
models have as state vector X, the instantaneous C;, and its
first derivative. For the control parameters U, the first one,
”Delay” uses the delay component ¢. Next, we include in
the second model, ”Kinematics”, the ¢ inside its basis func-
tions, & and 6, motivated by the importance of both param-
eters on other theoretical approaches, like [6]. In the last
model we include physical knowledge about the incoming
flow, in the shape of the relative distance between the foil
and the incoming vortices (x,y;) and (xp,y;). With the use
of a predetermined library of functions, the approach will
find the governing equations that best represent the training
data. To improve the sparsity, we have selected a LASSO
regressor. Finally, to evaluate the predictive capabilities of
the models, we use 150 cases not seen in the training phase,
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Figure 1: A) Schematics of the tandem simulations fol-

lowed in this study. The rotating arrows represent the in-
coming vortices of the thrust producing wake. B) Transition
motions executed by the hind foil.

Table 1: Inputs for the three predictive models. X is the state
vector, and U are the control inputs. The first derivative of
all the components is also included as an input.

X U
Delay CL ¢
Kinematics Cp, ¢, h, 0

Wake info CL  ¢,h,0,x1,%,y1, )2

consisting of a combination of 10 starting phase-delays (¢)
and 15 final phase-delays (¢;).

3 Results

Figure 2 introduces the forces prediction achieved by the
three models ("Delay” in green, “Kinematics” in red, and
”Wake info” in purple) for one of the validation cases. The
prediction starts at X;, located at r/T = 1 and is projected
for two flapping cycles, the transition (t/T = 1 —2), and
the new state, ¢; (t/T =2 —3). It can be seen by looking
at the model “"Delay” that including the control parameter
¢ by itself is not enough to account for the unsteadiness
presented in the system, resulting in a poor approximation
of the target. Adding the kinematics information reduces
the predictive error, but it is still not capturing neither the
transition nor the ¢; cycle. The model that contains infor-
mation about the upstream flow achieves the best approx-
imation, highlighting the importance of adding physically
relevant parameters into any system identification approach.
The results presented in Figure 2 are consistent through the
whole evaluation database: the model “Delay” generating
an overall error of 32%, reduced to 25% for the kinematics,
and 19% for the wake info. Still, it can be seen that, even
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Figure 2: Forces prediction by the three models: Delay
(green), kinematics (red), wake info (purple), and the tar-
get data (black).

with the more complex model ,there are areas of the forces
evolution not being captured, mainly at the transition phase.

4 Conclusion and Future Work

In this work, we have develop three different forces predic-
tion models for a flapping foil executing transition manoeu-
vres inside an unsteady incoming flow. By carefully select-
ing the inputs of the system identification tool, we have seen
that the use of the control parameter is not enough to ac-
count for the unsteadiness and interactions between the foil
and the wake, with an overall predictive error in the valida-
tion cases of 32%. After incorporating the ¢ inside its basis
functions, the kinematics, the error was reduced to 25%. Fi-
nally, by adding the relative distance between the foil and
the incoming vortices as control inputs, we achieve the most
accurate prediction, with an error of 19%. Still, all the mod-
els struggle with the most unsteady part of the motion, the
transition. More analysis is required to understand this, and
a different transition strategy will be develop to reduce the
sudden change in forces and to increase the efficiency of the
operation. Finally, in order to assess the generalisation of
the models, we will evaluate them under several types of
wakes/conditions.
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1 Introduction

The classical description of the surface layer is the inertia-
dominated wall-adjacent region within the high Reynolds
number turbulent boundary layer (TBL) in which integral
scales scale linearly on the distance from the surface, z, and
where law-of-the-wall scaling applies, when appropriate.
Typically the surface layer encompasses the lower 15-20%
of the boundary layer thickness. In this work we generalize
the surface layer concept beyond shear-dominated boundary
layer flows to wall-adjacent inertia-dominated regions in any
wall-bounded turbulent flow where the vertical velocity fluc-
tuations w' are directly modified by surface impermeability
in such a way that integral scales involving w’ scale linearly
with z. To do so, we compare analysis of two classes of wind
tunnel experiments: (1) the interaction between grid turbu-
lence and an impermeable flat-plate in the generation of a
shear-free surface layer outside the surface viscous layer and
(2) the classical flat-plate turbulent boundary layer within
which exists a shear-dominated surface layer.

Prior research directed at the interactions between a turbu-
lent boundary layer and free-stream turbulence has focused
on the impact of the turbulence on the boundary layer struc-
ture [1]. In the present research our interest is the generation
of a surface layer outside the viscous boundary layer in the
inertia-dominated region with zero mean shear-rate in or-
der to investigate the impact of surface impermeability on
the grid turbulence structure. The interaction of shear-free
turbulent flows with impermeable surfaces has been studied
experimentally with moving walls [2,3] and with oscillating
grid turbulence adjacent to surfaces [4]. Shear-free turbu-
lent boundary layers have also been explored computation-
ally [5].

The present work examines the impact of an impermeable
surface on grid turbulence structure outside the viscous wall
layer as it evolves along a flat-plate leading to the creation
of a shear-free surface layer, as illustrated in Figure 1. We
look for relationships between the shear-free surface layer
and the shear-dominated surface layer within the TBL.

! This work was supported by the Lille Turbulence Program and the DoD
NDSEG fellowship program.
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Figure 1: Schematic depicting the development of a shear-
free surface layer.

2 Methods

The grid turbulence study was conducted in the University
of Colorado Boulder low-speed unsteady wind tunnel facil-
ity. Three different passive grids were used as shown in Fig-
ure 2(b-d), at two wind tunnel speeds, U.. = 5 and 10 m/s.
A flat-plate was installed in the test section with the lead-
ing edge downstream of the development region of the grid-
generated turbulence. A schematic of the experimental setup
is given in Figure 2(a).

Two-component (u,w) velocity fields were measured with
time-resolved planar particle image velocimetry (TR-PIV)
over the x — z (longitudinal) plane. The measurement do-
main was located 0.58 m downstream from the leading edge
to allow the grid turbulence sufficient distance (and time) to
interact with the surface, while ensuring that the boundary
layer remained thin compared with the integral length scales
of the grid turbulence. The measurement field of view ex-
tended from the top edge of the wall viscous layer up to
a distance of approximately four times the grid turbulence
streamwise integral length scale, to encompass the shear-
free surface layer region that is the focus of this study.

To enable the comparison of the shear-free surface layer
with the shear-dominated surface layer that develops within
the TBL, a second data set was acquired in the Lille TBL
wind tunnel. The boundary layer thickness was 8g9 = 0.28 m
at the nominal wind tunnel speed of 3 m/s and Re; =
2260. The velocity fields were measured with time-resolved,
stereoscopic particle image velocimetry (TR-sPIV) in two
perpendicular (x —z, y — z ) planes, sampled independently.
The field of view extended from the surface to slightly above
the surface layer region (F OV, = 0.38y).
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Figure 2: (a) Schematic of the grid turbulence wind tunnel
experiment. Photographs of the three passive grids studied:
(b) A “large” rectilinear grid (M = 0.102 m), (c) A “small”
rectilinear grid (M = 0.052 m), (d) A square fractal grid.

3 Results

The integral length scales were calculated from two-point
autocorrelations of each of the two velocity components u’
and w' in the streamwise (x) and wall normal (z) directions.
Of particular interest is the integral length scale of the ver-
tical velocity component in the streamwise direction, /-
This is because the vertical velocity component w’ is directly
impacted by surface impermeability and is therefore where
the blockage effects of the surface on the structure and co-
herence of the grid turbulence in the shear-free region is ex-
pected to be most directly observed. Figure 3(a) presents
this integral length scale at U., = 10 m/s for the rectilin-
ear grid with mesh size M = 0.102 m, which is pictured
in Figure 2(b). The corresponding mean shear-rate profile
is shown in Figure 3(b). Outside the wall viscous region
(z > 099) Lyw,x grows linearly with z. The linear growth of
the integral length scale in the region with zero shear de-
fines the shear-free surface layer, indicated in Figure 3 by
the orange region.

The linear fits of the I, ((z) profiles and the bounds of the
shear-free surface layers were iteratively determined until
the deviation from the linear fit was within 1% over the de-
fined surface layer region. The upper bound of the shear-free
surface layer was found to be of order the far-field value of
Lyux» while the far-field value of [, is not recovered until
twice this distance. A region of linear growth in /,,,, (z) (i.e.
a shear-free surface layer) was found and quantified for all
three grids. In all cases the upper bound of the shear-free
surface layer was found to scale on the streamwise integral
scale of horizontal velocity fluctuations in the far field (i.e.,
outside the surface layer as defined above).

The same fitting procedure was applied to identify a linear
growth in /,,,, . within the TBL. A distinct linear growth is
identified over a region extending to 0.150g9.

121

0.14 0.14
a) b)
0.12 0.12
//
0.1+ ) 0.1
/
/
— 0.08 0.08
M 0.06F oo f 006} — oo
shear free shear free
0.04 | surface layer 0.04 | surface layer
002 4 002
wa;llls\g?scous layer gygjl viscous layer
0 ’ 0
0 0.01 0.02 0 100 200

luw (M) L™

Figure 3: (a) Variation in /,,,, , with vertical distance z above
the flat-plate for the M = 0.102 m rectilinear grid at 10 m/s.
The dashed gray line represents the linear fit over the shear-
free surface layer. (b) Corresponding variation of dU /dz
with z.

4 Conclusion

This study examined the impact of an impermeable surface
on grid turbulence convected over a flat-plate and the forma-
tion of a shear-free surface layer to contrast with the canon-
ical shear-dominate surface layer in the flat-plate TBL. The
growth of a surface layer was identified in the region with
zero mean shear-rate outside of the viscous layer adjacent
to the wall. In the shear-free inertia-dominated region of
grid turbulence, the horizontal integral scale of the vertical
velocity fluctuations was found to grow linearly with dis-
tance from the surface, mirroring the behavior of the shear-
dominated surface layer within the flat-plate TBL.

In continued analysis, the grid turbulence shear-free surface
layer will be further related to that found in the classical
TBL in order to generalize the surface layer concept. Ul-
timately, the understanding gained from this research will
be used to improve wall models in large-eddy simulation
of wall bounded turbulent flows by accurately incorporating
the vertical correlations established by blockage effects on
turbulent structures by impermeable surfaces.
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1 Introduction

The Darcy law [1, 2], where the bulk pressure drop within
a porous medium is related to the bulk velocity and fluid
viscosity, still is one of the most effective and conventional
ways of modeling flow through a porous substrate in low
Reynolds number (Re) flows. This law, however, captures
only the viscous effects and needs extra corrections to ac-
commodate for flows at medium or relatively high pore-
scale Reynolds number, where the inertial effects dominate
the viscous ones. A well-known extension to the Darcy
law is the Forchheimer [3, 4] correction. It tries to cap-
ture the inertial effects by adding a nonlinear term to the
Darcy law. Most numerical and theoretical studies on porous
media rely on modeling the porous substrate via the Darcy-
Forchheimer (DF) law. This is particularly important when
the interstitial Re is not low and the inertial effects are domi-
nant. All the associated results, accordingly, are trustworthy
and correct only when the assumptions and preconditions
of the DF law are satisfied. Especially, at the intermediate
and high Re flows, due to vortex shedding and other non-
linear effects, the performance of the DF law is expected
to change. In this study, we examine the performance of
the DF law for different random (isotropic) and arranged
(anisotropic) porous lattices, for a wide range of Reynolds
numbers (from almost Stokes flows, exhaustively to high Re
flows) and will quantify the DF law accuracy for different
lattices and flow Reynolds numbers.

2 Results

Figure 1 shows the five porous media used in this study.
Medium C1 consists of aligned square inclusions, medium
C2 of staggered square inclusions, medium C3 of square
inclusions with low degree of randomness (only inclusions’
position is chosen randomly), medium C4 of square inclu-
sions with high degree of randomness (there both position
and orientation are chosen randomly), and medium C5 of
random circular inclusions. All five media are designed to
have porosity of € = Ay /A, = 0.75, where Ay and A, are the
fluid occupied and the total domain area, respectively. For
all cases, the simulations sweep over 14 values of Reynolds
number, Re = Upa/v, where Ug = Ai,- fAf udA is the bulk
velocity vector (u being the fluid velocity vector), a being

! This work was supported by the US Air Force Office of Scientific Re-
search (AFOSR) under grant number FA9550-21-1-0286.
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Figure 2: Contours of vorticity @3 for case C1 at o« =0 and
Re=1, Re=100 and Re=1000.

the inclusion length scale (i.e. squares height for cases
Cl1-4, and the circles diameter for C5), and v being the
fluid kinematic viscosity. The set of Re is chosen as Re =
{1,5,10,20,40,60,80,100, 140, 180, 250,400,750, 1000},
capturing the fluid dynamics from almost Stokes flow at
low Re’s, exhaustively to highly nonlinear dynamics at
high Re flows. The flow is pressure driven— the pressure
gradient angle o (with respect to the horizontal direction) is
prescribed, but the pressure gradient magnitude is adjusted
in each time step such that it yields Up = 1, i.e. constant
mass mode. For each medium and at each Re, the flow
is simulated for 7 values of o = {0,15,30,45,60,75,90}
degrees. Figure 2 shows vorticity contours for case Cl1
at ¢ = 0 and Re=1, Re=100 and Re=1000. Given true
pressure gradient vector and the predicted tensors for K and
F, obtained by simple regression analysis on the simulations
result, the DF law prediction of velocity vector U can be
obtained using equation 1 as
1 —1
U:—(—K*‘JFF*I) VP, (1
Re

The DF law performance, then, can be assessed by com-
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Figure 3: The DF law prediction of U at Re = 1, 100 and
1000. True U (red dots), predicted U (blue dots).

paring the magnitude and phase of the true and predicted
U vectors. Figures 3 and 4, respectively, show the profiles
of U and B (phase of U) comparing the true values with
the predicted one at different & and Re values. There, the
true values are shown by red dots and the predicted ones
are shown by the blue dots. At a low Reynolds number
of Re = 1 the predicted U vectors (both in magnitude and
phase) match very well with the true vectors for all geome-
tries, with the maximum error of less than 3%. At the inter-
mediate and high Reynolds numbers of Re = 100 and 1000,
however, the predicted U vectors match with the true vec-
tors only for highly random geometries, cases C4 and CS,
and for less random or arranged geometries C1, C2 and C3,
the predicted U vectors deviate from the true vectors signif-
icantly. In some cases U is not predicted accurately (such
as case C2 at oo = 60 in figure 3) and in some others f is
out of phase (such as case C1 at o = 90 in figure 4). The
prediction results are slightly better for Re = 100 (the onset
of vortex shedding regime) compared to Re = 1000 (fully
vortex shedding regime), though at both Re’s, the DF law is
considered to perform poorly for C1, C2 and C3.

An important observation in the true 3 profiles (figure 4) is
the flow refraction at high-Re regime for the regularized ge-
ometries. At the intermediate and high Re = 100 and 1000,
the direction of the bulk velocity vector complies with the
direction of the applied pressure gradient only for the highly
random geometries C4 and C5 for all values of ¢, and the
regularized geometry C2 if a < 45. For these cases § ~ «
for Re = 100 and 1000. For the regularized geometries Cl1,
C2 and C3, on the other hand, there exist stable directions
for the flow, i.e. if the imposed « is less than 45, the fluid
tends to flow in the x-direction (8 = 0 for any o < 45) for
C1 and C3, and if the imposed ¢ is greater than 45, the fluid
tends to flow in the y-direction (8 & 90 for any o > 45) for
C1, C2 and C3. These phenomena are called flow channel-
ing or refraction. The flow directions swings around 45 de-
gree if o = 45 for these cases. All these trends can be easily
explained by considering the sheltering effects— for highly
random geometries C4 and C5 there is no preferred geomet-
rical axis for the medium, imparting same flow sheltering
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Figure 4: The DF law prediction of f at Re = 1, 100 and
1000. True B (red dots), predicted 3 (blue dots).

from upstream elements on the downstream elements in all
directions. Therefore the fluid simply flows in the direction
that the pressure gradient is imposed, i.e. B =~ a. For cases
C1 and C3 in both x and y directions and case C2 in the y
direction, as explained before, the downstream elements are
strongly sheltered by the upstream elements, imparting less
drag to the flow. Therefore the fluid tends to flow in these
directions at high Re, even though the normal component of
—VP might be considerable. For these cases and a’s, the
direction of the bulk velocity vector does not comply with
the direction of the pressure gradient.

3 Conclusion

According to the DF law prediction results in figures 3 and
4, we therefore conclude that the DF law is accurate as long
as U complies with the direction of —VP, otherwise its ac-
curacy deteriorates significantly. For those cases that U does
not comply with the direction of —VP, we also notice that
U = function(—VP) does not have a unique solution for
—VP. For example in figure 4, case C1 at Re = 1000, one
notices 8 ~ 90 for three differernt values of oo = 60, 75 and
90. This happens due to flow refraction for this medium
at high Re. It immediately translates that there are multi-
ple vectors for —VP that result in same vector U. A sim-
ple mathematical analysis shows that the DF law, equation
1, ensures a unique solution for U = function(—VP), sim-
ply because both tensors K and F are positive definite and
thus invertible. This fundamental contradiction between the
mathematics of the DF law and the physics results in a de-
teriorated prediction accuracy for this law, that depends on
the porous media geometry and the flow Reynolds number.
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1 Introduction

Snakes display multiple swimming behaviours. Some will
swim with the body fully submerged to forage but some
will be more likely to swim on the surface, like the garter
snake Thamnophis saurita. Animals swimming at the water
surface face more challenges compared to fully submerged
swimming. On top of inertial and viscous drag, surface
swimming must battle wave drag. Similar to what happens
during the displacement of the hull of a ship, animals swim-
ming at the surface must overcome waves generated from
their own forward locomotion. The differences in pressure
around the body of the swimmer created by its movements
produce capillary-gravity waves called bow and stern waves.
Research on surface swimmers has focused on animals using
limb-surface interactions for propulsion such as ducks [1],
geckos [2] and muskrats [3]. Nevertheless, some animals
like snakes won’t use any limbs and will travel at the wa-
ter surface using continuous oscillation of the body. Waves
formed by a swimming snake have been briefly described [4]
but the fluid-structure interaction during surface swimming
of a limbless swimmer is not well understood.

2 Results

Surface waves produced by a captive garter snake
(Thamnophis saurita, length : 64cm, diameter : 0.94cm,
weight : 33.8g) swimming at the surface of a water tank
(dimensions: 2.5m long, 0.48m width, water depth: 0.1m)
were measured using a synthetic Schlieren technique [5]
(Fig. 1). The snake swimming kinematics were measured
by tracking the snake’s body with an in-house program. The
snake was typically swimming at a speed of 0.4BL.s~'. The
computed Strouhal number, often used to evaluate the swim-
ming performances of aquatic animals [6] is St = 0.92. Its
high value suggests that the swimming kinematics is theo-
retically not optimal.

The reconstruction of the waves generated by the swimming
garter snake clearly show bow waves near the upper part of
the body (Fig. 2.A). The bow waves spread out at an an-
gle of +19.3° with a wavelength of 4.73¢m and a frequency
of 7.14Hz. These waves are moving in the same direction
as the swimmer and produce wave drag which may be the

IThis work was supported by the Paris Sorbonne IPV doctorate program
and the ANR DRAGON2 (ANR-20-CE02-0010)
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Figure 1: (A) Experimental setup for measuring the wave
generated by snake surface swimming using Schlieren imag-
ing technique. (B) Snapshot during surface swimming of
Thamnophis saurita.

reason why the Strouhal is not optimal.
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Figure 2: Reconstruction of the waves produced by the
swimming snake. (A) Bow waves generated by the forward
locomotion. (B) Capillary-gravity waves generated by the
oscillation of the body.

We also witnessed that the continuous oscillation of the
snake body produced coherent packs of waves at a fre-
quency close to the tailbeat frequency of the swimming
snake. These capillary-gravity wave have properties (f,A)
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similar to the bow waves but are traveling in the direction of
the snake path. These waves could therefore help the propul-
sion via radiation stress [7] which is the motivation for us to
continue to investigate this phenomenon and measure how
much these waves help the propulsion of the swimmer.

3 Conclusion

These preliminary results are first steps toward the measure-
ment of the energy balance during limbless surface swim-
ming using quantitative real-time measurements of the sur-
face wave pattern. This may help future developments of
simple bio-inspired aquatic systems.
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1 Introduction

Drones are finding ever-increasing use in a variety of appli-
cations such as wildlife monitoring, product delivery, secu-
rity, rescue operations, etc. However, one of the major fac-
tors limiting their widescale use is the noise that they gen-
erate. Drone noise, apart from being annoying to humans,
can also negatively affect the health of humans and wildlife.
However, despite these challenges, due to the benefits they
offer, drone market is growing rapidly but it has been ac-
knowledged that the noise problem must be addressed (Ref
[1D.

The two main categories of aeroacoustic noise from drones
are tonal noise and broadband noise. The tonal component
of noise is generated primarily due to periodic variation in
aerodynamic force vector due to the rotation of the mean
drag force, advancing/retreating rotors in translational flight,
while the broadband component consists of noise compo-
nents like blade vortex interaction, blade gust interaction,
boundary layer trailing edge interaction, stall and flow sep-
aration noise. Determining the relative importance of these
various mechanisms is difficult since the surface pressure
variations that are the source of this noise are induced simul-
taneously by all these mechanisms. Vortex induced pressure
fluctuations are particularly important, but the vorticity field
in these flows is highly complex, making it difficult to pin-
point the flow structures that are important for noise gener-
ation.

In complex flows such as those generated by a drone, a
standard way to decompose the flow is via techniques such
as Reynolds (RD) or triple decomposition (TD, Ref [2]).
Proper orthogonal decomposition (POD), dynamic mode de-
composition (DMD) and spectral POD (sPOD) are also be-
ing increasingly used for the decomposition of flows and for
determining the dominant modes in the flow. While these
methods provide a kinematic decomposition of the flow
field, the pressure and associated forces induced by these
modes are generally not available. In the current work, we
describe the modal force partitioning method (mFPM), an
extension of the force partitioning method (Ref [3]) which
enables us to determine the pressure forces induced by the
various modes in the flow, irrespective of the modal decom-

'This work was supported by ARO via Cooperative Agreement
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position technique. We combine mFPM with the compact
source form of the Ffowcs Williams-Hawkings equation-
based acoustic partitioning method (APM, Ref [4]) to obtain
the loading noise due to the various modes in the flow. The
method is applied to fine-aspect ratio flow past a stationary
wing and rotating wing to gain insight into the modes and
vortex structures that dominate the aeroacoustic noise from
such wings.

2 Results

Any time-dependent flow field can be decomposed into
modes and can be generally expressed as,

u(x, t) = up(x)+us(x, £)+...+u;i(x, £)+...+un(x,t), (1)

where 1 is the mean mode. For RD, N = 1, and u; is the
velocity fluctuation about the mean. For TD, N = 2, and
uq and u, are the coherent and incoherent components of
the velocity field. For POD, i = 1, N correspond to the N
POD modes of the flow. To compute the pressure forces due
to each mode, we resort to FPM, according to which, the
vortex induced pressure force induced by a velocity field is
given by

Fo=-2p / Q¢dV, @)

where ¢ is the influence field associated with the force com-
ponent under consideration (Ref [3]). In the above expres-
sion, Q = 3(]|Q|[*~[IS||?) = =3 V-(u-Vu), where Q and S
denote rotation and strain rate tensor respectively (see Hunt
et. al., 1998). By substituting the modal decomposition into
Eq. 2, we can obtain the force induced by the interaction
between mode i and mode j as

Fqi,j :_ZP/Qi,jCPdV, (3)

where

1 1
Qij= §(||QiQi|| - 11SiS;1]) = _EV “(ui - Vuj). (4

With the above formulation, we can compute the forces gen-
erated by inter-modal and intra-modal interactions. We can
further obtain the aeroacoustic noise associated with each of
these modal interaction via the Ffowcs Williams-Hawkings

model as follows:

r 10 1
-4 - P .. .
(c ot 1’) Ql’]](t_()

’ _
PQij = 4rp2 .
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Figure 1: Isosurface of vortices for flat plate (shown using
Q), colored by lift.
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Figure 2: RMS of sound pressure for modal interactions of
flat plate S0C away in negative lift direction.

The above methodology is first applied to the POD of data
from DNS of flow past a stationary flat plate with aspect-
ratio=3, an angle-of-attack of 15 deg, and a Reynolds num-
ber of 1000. The resulting vortical structures and their inter-
action are shown for mean and mode-1 in Figure 1. We see
that the effect of tip vortices is captured by the mean mode
and wake shedding is captured by the first mode. The RMS
value of sound pressure corresponding to different modal
interactions computed using equation 5 for the flat plate is
shown in Figure 2. The mean mode produces most of the lift
but does not contribute to noise as it does not vary with time.
The interaction of the mean and first mode captures almost
all the amplitude for fluctuation of vortex induced force and
hence this mode alone can predict most of the loading noise.

‘We have also applied the method to a rotating wing. The ro-
tor was simulated in a rotating reference frame at Reynolds
number (based on tip speed and chord) of 3300. The vortical
structure for the mean and the first POD mode and their in-
teraction is shown in Figure 3. For this case, even though we
need O(10) modes to predict lift force, we see that the inter-
action of these modes with just the mean mode can predict
most of the noise. The cumulative sound pressure level for
this case is calculated 50C away in the negative lift direction
and is shown in Figure 4.
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Figure 3: Isosurface of vortices for drone rotor (shown us-
ing Q), colored by lift.

11.01

08| g !

064 0.99

—e—% velocity field
—e—SPL/SPL(Total)

04 0.98

0.21¢ 0.97

0

: : : : ' - 0.96
0 20 40 60 80 100 120 140
Modes
Figure 4: Flow field reconstruction using velocity vs acous-
tic partitioning method (Eq. 5) to predict noise (shown using

sound pressure level) for drone rotor blade.

3 Conclusion

We have described the modal force partitioning method
(mFPM) which enables us to compute the pressure forces
associated with modes that result from the application of
modal decomposition techniques to flow-field data. The
method is extended to compute the far-field noise associated
with these modes and applied to the POD modal decompo-
sition of two flows — flow past a finite wing and flow asso-
ciated with a rotating wing. This method shows that while
a large number of POD modes are required for an accurate
representation of the flow field, the aeroacoustic sound is
associated with very few modes.
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1 Introduction

Unsteady periodic fluid flows are common in both nature
and engineering, being observed over flapping wings, bluff
bodies, and airfoils. In such applications, flow control is
challenging owing to their periodically-varying base states
[1]. For this purpose, it is important to characterize the per-
turbation dynamics and synchronization properties about the
time-periodic base state which can be achieved using a phase
reduction technique. The insights from synchronization sup-
port the design of a phase-dynamics-based optimal control
to modify the shedding behavior [2]. This so-called vor-
tex lock-in phenomenon has been studied using a sinusoidal
waveform. However, an optimal waveform could be deter-
mined to maximize the speed of synchronization (entrain-
ment speed) which is paramount for efficient flow control.

In this work, we provide a theoretical framework to obtain
the optimal waveform for fast entrainment for laminar flow
over airfoils at post-stall angles of attack. We then compare
the entrainment speed obtained using the theoretical optimal
waveform with a sinusoidal waveform by numerically actu-
ating the flow. These results show tremendous potential for
efficient unsteady wake control.

2 Phase description and entrainment of airfoil wakes

The periodic flows over NACAQ012 airfoil at various angles
of attack and at a chord-based Reynolds number of 100 are
obtained using immersed boundary projection method. The
phase reduction approach reduces this high-dimensional un-
steady flowfield to perturbation dynamics about the time-
periodic base states in terms of a single scalar phase vari-
able. The phase for this system is defined based on the lift
coefficient C;, and its time derivative C;. (see figure 1(a)),
where each 0 describes the corresponding flow state. The
phase dynamics is given by 8 = @,, where ®, is the nat-
ural frequency of the system. The phase dynamics when
the flowfield is actuated with external periodic forcing f(x,)
with forcing frequency @y can be obtained as

() = o+ € / Z(x,8)-£(x, oy )dx, (1)

where Z(x,0) is the phase sensitivity field that quantifies
the phase response to any given forcing. The spatial phase

'This work is supported by the US Air Force Office of Scientific
Research (FA9550-21-1-0178) and the US National Science Foundation
(2129639).
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sensitivity field for airfoil wakes with respect to the velocity
perturbations (see figure 1(b)) is obtained using an adjoint-
based approach [3]. The speed of synchronization to ex-

(a) Phase description (b) Spatial phase sensitivity fields

w(z,0)

Zy(z,0)

(¢) Theoretical optimal waveform for fast entrainment

foo £
Y

Leading Edge

Trailing Edge

‘Waveform

Sinusoidal

Fast Entrainment

0 w/2 ™ 3n/2 27 ) 0 w/2 b In/2 27
0 0

Figure 1: Overview of phase synchronization analysis of
flow over NACAO0012 airfoil at a = 55°. (a) Phase descrip-
tion based on C; — C; plane. (b) Spatial phase sensitiv-
ity fields with velocity perturbation. (c) Theoretical opti-
mal waveform for fast entrainment (in blue) and sinusoidal
waveform (in red) for pointwise forcing at leading and trail-
ing edges.

ternal pointwise forcing f(xo, wst), where Xy is the location
of the force can be maximized by posing it as an optimiza-
tion problem [4]. The optimal waveform for maximizing the
speed of entrainment can be theoretically obtained as,

Z/()C()7 6) _ A(OZ(.X‘(), 9)

fopr (x0,6) = =53 zz

(@)

where Aw = , — @y, (-) denotes a phase averaged variable
and A is a constant. Hence, the optimal waveform for fast
entrainment could be identified theoretically from the phase
sensitivity fields (see figure 1(c)).
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3 Synchronization characteristics of airfoil wakes

We investigate the effect of the angle of attack on the en-
trainment properties of NACAO0012 airfoil wakes, as shown
in figure 2. The spatial distribution of entrainment speed
around the airfoil for a = 35°,45°,55°, as depicted in figure
2(a)-(c), suggests the increased difficulty in modification of
wake shedding frequency as the angle of attack increases.
Further, the theoretical optimal waveform for fast entrain-
ment using pointwise forcing at the leading and trailing
edges (highlighted using black dots) for o = 35°,45°,55°
are shown in figure 2(d). We observe that as the angle of at-
tack increases, the optimal waveform becomes increasingly
non-sinusoidal. This non-sinusoidal behaviour could be at-
tributed to the asymmetry in the shedding process at lead-
ing and trailing edges observed at higher angles of attack.
The theoretical entrainment speed increases by 2.5 times
when actuated with the optimal waveform in comparison
with sinusoidal forcing for o = 55°.  The numerical ver-

a3 () a—ur (¢
’ \
-

(a)
(d) .

a = 557

2(

\|

0

[

Trailing Edge

Leading Edge

Waveform

Figure 2: (a)-(c) Entrainment speed around NACAO0012 air-
foil at o = 35°,45°,55°. The black dots indicate the loca-
tions of local maxima. (d) Theoretical optimal waveform for
fast entrainment for pointwise forcing.

ification of these results is then performed by introducing
pointwise external forcing at the leading and trailing edges
of NACAO012 airfoil at & = 55° in the direct numerical sim-
ulation using optimal and sinusoidal waveforms as shown in
figure 1(c). The entrainment characteristics are observed for
various forcing frequencies, @y = 0.907,0.950,1.050f
and € = 0.3. The entrainment, measured by the conver-
gence of k™ oscillation period to forcing frequency, A6, oc-
curs significantly faster for the optimal waveform actuation
(within as low as 2 shedding cycles (see figure 3(a))). The
modification in wake dynamics is shown using the instan-
taneous vorticity fields, when actuated with optimal wave-
form with @y = 0.9®,, 1.05@, in comparison to the baseline
case show longer streamwise elongated vortical structures
at lower frequencies and more localized structures with an
increased roll-up at higher frequencies, thereby modifying
the time period of vortex shedding cycle, as shown in figure

)
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Figure 3: Numerical results for fast entrainment of

NACAO0012 airfoil at & = 55°. (a) Convergence of dif-
ference between oscillation frequency for each cycle to
the forcing frequency using sinusoidal and optimal wave-
forms. (b) Instantaneous entrained vorticity fields for 0y =
0.9, oy = 1.05m, and baseline flowfield.

4 Conclusions

We discussed the framework to theoretically obtain the actu-
ation waveform for optimizing the speed of synchronization
of post-stall airfoil wakes to external forcing frequency. For
this purpose, we leveraged the phase reduction approach to
obtain the sensitivity fields to external perturbations. The
optimal waveform for fast entrainment is then theoretically
obtained from the phase sensitivity fields. We investigated
the influence of the angle of attack and observed that a
higher actuation is needed to achieve entrainment at a high
angle of attack and the corresponding optimal actuation
waveform is non-sinusoidal. These results are verified using
direct numerical simulations and we observed a significant
improvement in the entrainment speed when actuated using
optimal waveform in comparison with sinusoidal forcing.
The wake shedding could be efficiently modified by modify-
ing the timing of leading and trailing edge vortex shedding,
which we will discuss in the presentation.
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1 Introduction

The hydrodynamics of schools of swimming animals are not
fully understood. Studies have shown that schooling fish can
experience performance benefits by swimming in a group
when compared to swimming in isolation [1-8]. In addition,
the spatial arrangement and synchronization of the undula-
tory motion of one individual relative to another are key to
determine the stability of schooling arrangements [8—11].

In a recent study [8] it was demonstrated that self-
organization of two unconstrained swimmers can arise spon-
taneously, leading to a stable side-by-side schooling forma-
tion. The results show that a side-by-side schooling forma-
tion emerges from hydrodynamic interactions alone, with-
out any changes made to the kinematics of the two swim-
mers. The swimmers were modeled as wings of aspect ra-
tio 3, NACAOO012 profile and prescribed sinusoidal pitching
motion around the leading edge.

The present work is designed to explore the hydrodynam-
ics of schools of slightly higher complexity in water channel
experiments. We take the stable side-by-side schooling ar-
rangement (proved to exist by Kurt et al. [8]) as a starting
point, and increase the complexity of the system in two dis-
tinct ways:

In one experiment we substitute the NACA(0012 wings for
two fish-like robots (Tunabots) based on the shape of real
fish (yellowfin tuna and Atlantic mackerel). The objective is
to understand how the stability and performance of the side-
by-side schooling arrangement is affected by a more realistic
representation of the two swimmers.

In a second experiment we use NACA0012 wings of AR =3
to explore a school of three swimmers. Two upstream
wings positioned in a side-by-side stable configuration are
the leaders and the third wing (the follower) is placed down-
stream of the leaders. The objective here is to understand
how a third swimmer placed downstream of a stable side-
by-side school interacts with the oncoming wake.

2 Methods

In the first experimental investigation we study a minimal
school of two swimmers. Instead of using NACA0012

IThis work was supported by funding_agency under grant number . ..
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Figure 1: Schematic of positions of the follower hydrofoil
relative to the leader. Blue dots represent the position of
the follower’s leading edge placed downstream of the two
leaders.

wings of AR = 3 (as done by Kurt et al. [8]) we represent
the swimmers by two fish-like robots similar a yellow-fin
tuna, with a body, tail and caudal fin. The tail of the robotic
fish pitches with a prescribed sinusoidal motion of known
frequency and amplitude. Figure 1 shows two Tunabots in
the waterchannel. Please see [12] for the Tunabot features.

The second experiment uses three wings of aspect ratio
AR = 3 and NACAOQO012 profile. The chord-based Reynolds
number Re. ~ 10,000. Two wings are positioned side-by-
side forming a stable, side-by-side schooling arrangement.
These two wings are named as the leaders, and remain at
the same position for the entire experimental campaign. The
third wing, named as the follower, is placed at different lo-
cations downstream of the two leaders. Figure 2 shows a
representation of the different spatial arrangements for the
three-swimmer school. Each blue dot represents a different
location for the leading edge of the follower. The follower
kinematics is in-phase with leader 1 and out-of-phase with
leader 2.

The thrust (Cr), lift (Cr), power (Cp) and efficiency (1) of
each wing is measured using a 6-axis force and torque sen-
sor. The quantities are defined below.

Thet L
r=r U2cs’ =1 U2cs’
2P 2pUzcs o
P Cr
CP: 1 3.0 =~
3pU3cs Cp
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Figure 2: Schematic of positions of the follower hydrofoil
relative to the leader. Blue dots represent the position of
the follower’s leading edge placed downstream of the two
leaders.

3 Preliminary Findings and Expected Results

Figure 3 shows preliminary results from the 3-swimmers
schooling experiment. The normalized efficiency n* of the
follower is plotted as a function of its position (X*,Y*). Re-
sults show that the efficiency of the follower is substantially
affected by the presence of the leaders. At some locations
there is an increase of almost 100% whereas other in other
locations the efficiency decreases more than 90%. We also
found that the follower can obtain high thrust improvements

depending on where it is located.
2
15
1
05
0
3

Figure 3: Efficiency of the follower normalized by an iso-
lated swimmer. Efficiency improvements of over 100% can
be achieved behind the leaders.

As for the experiments with two Tunabots, we expect to see
a change in the lateral equilibrium distance between the two
swimmers when compared to the pitching wings due to the
presence of the fish body upstream of the propulsive caudal
fin.
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1 Introduction

A common approach used to simplify the numerical mod-
elling of a horizontal axis wind turbine (HAWT) is the actu-
ator disk concept [1], where a turbine’s rotor is replaced with
a stationary drag source. Popular due in part to its simplic-
ity, the method has been well validated through its experi-
mental analogue, the porous disk. When using an actuator
or porous disk model, the goal is to match the self-similar,
far-wake velocity profile of a given HAWT, which is most
often accomplished by matching the disk’s thrust coefficient
to the turbine at a given Reynolds number. This approach
yields relatively few design constraints, and has lead inves-
tigators to develop a wide variety of different porous disk
designs [2] (e.g., metal mesh, perforated plate, and ‘hub-
and-spoke’ designs), all of which can be well-matched to a
turbine through careful, iterative tuning. However, this is
time consuming and can be infeasible if turbine wake char-
acteristics are not known a priori. In this investigation, a
new design for porous disks that does not require iterative
tuning is tested, where a disk is matched to a HAWT based
on two new criteria (radial solidity distribution and length
scale), in addition to matching the thrust coefficient. No-
tably, the inclusion of these two new criteria significantly
improves porous disk performance in the far-wake, however,
these model are not capable of accurately re-creating the all
important turbine tip vortices in the near-wake region.

2 Experimental Setup

Experiments were conducted in the High Reynolds Num-
ber Test Facility (HRTF) at Princeton University, where high
Reynolds numbers are achieved at relatively low flow veloc-
ities (< 10 m/s) by using air pressurized up to 238 bar as
the working fluid. The facility has a 4.88 m long, 49 cm
diameter test section, within which a 20 cm diameter (D,
radius R) turbine or porous disk model can be installed
along with a measurement and control stack that enables
direct thrust force measurements and control over the tur-
bine’s rotational speed. The flow conditions for study were
Rep = 4 x 10° at free-stream turbulent intensity of 1.2%.
Wake measurements were performed via hot-wire anemom-
etry using a nano-scale probe (NSTAP, sensing element size

!'This work was supported by the Natural Sciences and Engineering Re-
search Council of Canada and the National Science Foundation under Grant
No. CBET 1652583 (Program Manager Ron Joslin)
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60 x 2 x 0.1 um) and a Dantec StreamLine Pro system. Sam-
pling was performed at 200 kHz with 22! samples collected
per measurement location. Probe positioning was controlled
by a 3-axis traverse mounted inside the test section. Cal-
ibration was performed in situ against a pitot-static tube.
A cylindrical coordinate system (radius r, azimuth 0, and
streamwise x) is used throughout, with the origin located at
the turbine hub.

3 Results

Three porous disk designs are considered for modelling the
wake of a three-bladed turbine rotor, all shown in fig. la.
The disks include one with a uniform solidity distribution
(UD), and two with non-uniform distributions (ND1 and

a) > Ctip 0 GCtipﬂl [‘
Rotor UD HHE
TS =18% | TS =42% bt =
C;=0.75 C;=0.75
2-8Ctip 1.1Ctip—’l l"
/' A | L |
NDI1 ND2 7 <5 155
TS =41% TS=41%
C;=0.75 Cr=0.75
b)

0 1 1 1 ; 1

0 0.2 0.4

r/R

0.6 0.8 1

Figure 1: a) Rotor and porous disks, and b) their radial
solidity distributions. Total solidity (TS) is calculated as the
projected model solid area over rotor swept area. Cr and cyjp
are thrust coefficient and rotor tip chord length, respectively.
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Figure 2: Wake profiles of a) mean streamwise velocity deficit and b) root-mean-square of streamwise velocity fluctuations.

Top-right labels indicate streamwise position.

ND2). ND2 incorporates all three design criteria, while
ND1 and UD intentionally lack specific features (length
scale and solidity distribution matching, respectively) in or-
der to isolate the effect of each feature on wake character-
istics. Key disk and rotor parameters are summarized in
fig. 1a. All disks feature a total solidity (TS) of 41-42%,
needed in order to matched the thrust coefficient, C7, of the
rotor at Rep = 4 x 10° and a tip-speed ratio of 7. The ra-
dial solidity distributions of the rotor and disks are plotted
in fig. 1b. Disks NDI and ND2 feature non-uniform dis-
tributions, designed to mimic the radial profile of the rotor.
The disks are designed in six annular segments (marked by
the grey dotted lines in fig. 1b), where within each segment
the disk solidity is set to the average rotor solidity plus a
positive offset. The offsets are required to increased the to-
tal solidity of the disks to 41%. ND1 and ND?2 differ in their
predominant length scale, as ND2 has a layer of mesh added
to match its length scale to the rotor’s tip chord length, cp.

Figures 2a and b present the wake development of the tur-
bine and disks in terms of the mean streamwise velocity
deficit, (Uo—U) /U, and the profiles of the root-mean-
square of streamwise velocity fluctuations, i, respec-
tively. Comparing the disk wakes to the rotor in fig. 2a,
the uniform porous disk (UD) creates a strong ‘top hat’-like
mean velocity profile at x/D = 1, with a centerline mag-
nitude that is significantly less than that of the rotor. This
effect can be attributed to the disk’s uniform solidity distri-
bution (fig. 1b), yielding a model that performs relatively
poorly. By comparison, the ND1 and ND2 wakes are much
better matched to the rotor profile at this location. Mov-
ing downstream, the ND2 wake in particular remains well-
matched to the rotor profile at both x/D = 3.5 and 6.5, while
the ND1 wakes over-recovers toward the free-stream veloc-
ity which is evident by the x/D = 6.5 mark.

The faster recovery of the ND1 wake is due to the turbulence
generated within its wake, which is examined in fig. 2b.
Comparing the rotor and ND1 cases, the expected peaks in
the near-wake at »/D = £0.5 are seen in the rotor profile
and correspond to the tip vortices. The ND1 profile shows
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a double peak structure (peaks at r/D = 0.6 and +0.4 at
x/D = 1), which likely correspond to an annular shear layer
shed from the disk edge and large coherent structures shed
from the large openings near the disk edge, respectively.
These two peaks eventually collapse into one further down-
stream, however, their magnitude is significantly higher than
the rotor case, and so the faster wake recovery of NDI is
driven by large, energetic structures shed from the relatively
large openings of ND1 that dominate the wake and its recov-
ery process. In contrast, the added layer of mesh to ND2 re-
duces the size of the openings at the disk edge to the order of
the rotor’s tip chord length, presumably resulting in reduced
integral length scales introduced into the flow. These effects
are seen through the comparison of ND1 and ND2 in fig. 2b,
where at x/D = 1 the inner peak of NDI at r/D = +0.4 is
shifted further inward and reduced in magnitude signficantly
by the mesh layer of ND2, indicating that the inner wake of
ND2 consists of smaller, less energetic structures. Overall,
the ND2 results better approximate the rotor’s profile of tur-
bulent fluctuations in the near-wake, with the agreement im-
proving downstream, as the turbulence from the disk shear
layer and inner wake diffuse to form a profile that is well-
matched to the rotor at x/D = 3.5 and 6.

4 Conclusion

By incorporating new radial solidity distribution and length
scale criteria, alongside existing thrust coefficient match-
ing, a new porous disk design (ND2) was developed and
tested, showing significantly improved performance over
designs that do not utilize these new criteria. Further re-
sults to be presented at DisCoVor 2023 will include a look
at Reynolds number effects on porous disk performance
(0.5 % 10° < Rep < 8 x 10%), in addition to exploring the
inability of porous disk models to accurately re-create the
rotor tip vortices in the near-wake region.
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1 Introduction

The aerodynamic noise of flapping wings has been studied
extensively during last few years, but very few studies have
considered its control strategies [1,2]. For stationary foils,
some of the control strategies include trailing edge serra-
tions (see e.g., [3,4]), leading edge serrations (see e.g., [5,6])
and flexible structures (see e.g., [7]). The flexibility effects
have been considered for the flapping wings by Wang and
Tian [8]. Previous studies on the sound of flapping wings
have been confined to the free space, and the interference
caused by non-compact obstacle in the path of wave propa-
gation has not been considered. In practice, the sound gener-
ated by flapping wings could be reflected by obstacles (e.g.
a wall), yielding a different radiation pattern compared with
the free-space case [9].This work studies the effects of an
infinite rigid wall on the noise generated by a flapping wing.

2 Numerical method

A rectangular wing with an AR of 1.5 undergoes both flap-
ping and pitching motions (see Fig. 1) according to

all) = gsin(anot—&— ) B() = %sin(27tf0t), (1)

2
where « is the flapping angle, f3 is the pitching angle, and f,
is the flapping frequency. In the simulation, f* = f,c/Uyer =
0.25, Re = Uyepc/v = 10° and M = Uy, 1 /c, = 0.04, where
Urer =21/5f,(1.5¢40.1c) =~ 4cf, is the mean tip velocity.
An infinite rigid wall is considered by being located with a
distance of 5¢-195¢ away from the wing.

leading edge

pivot point

—— .
wing root

trailing edge
wingtip

Figure 1: Schematic of the flapping wing.
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The study is conducted by combining an immersed bound-
ary method (IBM) for fluid solver and an acoustic anal-
ogy for acoustics. The fluid solver employs a feed-back
diffusion interface IBM based on the three-dimensional in-
compressible Navier-Stokes equations in curvilinear coordi-
nate [1,10]. As shown in Fig. 2, the sound pressure at an ar-
bitrary observer with the presence of an infinite rigid wall is
decomposed into the sound pressure p/,; directly propagate
from the noise source y and the sound pressure p’, reflected
by the infinite wall, e.g.,

pili(xa CO) + p;l(xa CO)
eik\r\ri eik\ﬂ 7o~

. i -
o [ (0, 0) + 1. (7, ®),(2
4n‘r‘2cofp’(y/ )+47r‘ﬂ2C()fpl(y )( )

p’(x, Cl)) =

AG = [F—rlk, fo = f pidA, 3)

where y is the location of the mirror source, 7 = x —y and 7;
is the i-th component of 7.

Observer, x

Source, y

it
7\
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Figure 2: Schematic of sound propagation for a hovering
flapping wing with the presence of an infinite rigid wall.

3 Results
Two infinite rigid walls located at x = —100c¢ (case I) and
7= —100c (case II) are chosen to investigate its effects on

the acoustics. Here the flapping wing (sound source) for
case I and II is set to move along the x-axis and z-axis,
respectively. To evaluate the contributions from p/,; and
p}l, two observers are chosen for each case [(0,100c,0) &
(0,0, 100c) for case I, and (0, 100c,0) & (100c,0,0) for case
1D).
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Figure 3: Average sound pressure level difference for: (a)
case I and (b) case II, at observer 1 and 2.

For case I, ASPL over x from —95¢ to 95¢ is shown in
Fig. 3a. At x < 0, the magnitude of ASPL is not signifi-
cant while ASPL achieve its maximum and minimum value
near x = 0 and x = 36.4c, respectively, for observer 1. The
minimum value of ASPL (-7.1 dB) occurs at x = 36.4¢ (de-
noted as P1). For case II, a noticeable variation of ASPL
around 5 dB occurs at P3 (z = —28.7¢ (Fig. 3b) for observer
1. ASPL of case II is close to zero with some insignificant
fluctuation at z > 0. For observer 2, the minimum ASPL of
5.93 dB occurring at z = —63.2¢, denoted as P2.

A destructive interference between the direct propagation
and reflection for the first harmonic f;, and other higher har-
monics is observed, and can be analyzed by,

21 f,A
AD(f,) % = &+ 2k,T,
o
ky = 0,+1, 42, N, ® € [-1,7], (@)
, A 2mfo(j— 1)Ar
A¢(Jﬁ)) = co =+ OC
o o

Ap(fo) +Ad(fo)(i—1), j=2,  (5)

where Ar = |[F—r|, and k, is an integer. Therefore, the
phase angle at the higher harmonics A¢(jf,) is the sum-
mation of the phase angle of the first harmonic A¢(f,)
and A¢(f,)(j—1). For P1, ® of f, is close to —m. To
achieve the destructive interference for the higher harmon-
ics, A@(f,)(j— 1) should be the multiples of 27, which can
only occur if j is an odd number. Meanwhile, the construc-
tive interference is expected if j is an even number. Overall,
the infinite wall can reduce the noise associated with the odd
harmonics if the out of phase between p!;; and p!; occurs at
the first harmonic.

It is noted that the sound pressure is dependent on the time
derivative of forces on the wing [2, 11], which is dominated
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by the time derivative of the surface pressure. The time
derivative of the surface pressure is affected by the time
derivative of the Q-criterion and Coriolis acceleration. The
vortex convection of the leading edge vortex at around a
chord from the wing root leads to the intense variation of
the vorticity and Q-criterion, which results in the high time
derivative of the surface pressure and is further verified in a
non-inertial reference frame.

4 Conclusion

The effects of a wall on the sound property from a rectangu-
lar flapping wing are studied by a hybrid method coupling an
incompressible flow solver and a simplified acoustic model.
It is found that the presence of a wall in the x and z directions
can reduce the sound pressure level for a given observer by
more than 7 dB via the destructive interference. Moreover,
the sound pressure from the wing and that reflected by the
wall are out of phase at the odd harmonics if they are out of
phase at the first harmonic, which is further verified by the
theoretical analysis.

Acknowledgement

This work was partially supported by Australian Research
Council Discovery Project (project number DP200101500)
and conducted with the assistance of resources from the
NCI, which is supported by the Australian Government.

References
[1] X. Ji, L. Wang, S. Ravi, F-B. Tian, J. Young, and J. C. S. Lai.
Influences of serrated trailing edge on the aerodynamic and aeroacoustic
performance of a flapping wing during hovering flight. Physics of Fluids,
34(1):011902, 2022.

2] J.-H. Seo, T. L. Hedrick, and R. Mittal. Mechanism and scaling
of wing tone generation in mosquitoes. Bioinspiration & Biomimetics,
15:016008, 2019.

[3] M. S. Howe. Aerodynamic noise of a serrated trailing edge. Journal
of Fluids and Structures, 5:33-45, 1991.

[4] A. S. H. Lau and X. Huang. The control of aerodynamic sound
due to boundary layer pressure gust scattering by trailing edge serrations.
Journal of Sound and Vibration, 432:133-154, 2018.

[5] X. Huang. Theoretical model of acoustic scattering from a flat plate
with serrations. Journal of Fluid Mechanics, 819:228-257, 2017.

[6] J. Rong and H. Liu. Aeroacoustic interaction between owl-
inspired trailing-edge fringes and leading-edge serrations. Physics of Flu-
ids, 34:011907, 2022.

[7] M. Nardini, R. D. Sandberg, and S. C. Schlanderer. Computational
study of the effect of structural compliance on the noise radiated from an
elastic trailing-edge. Journal of Sound and Vibration, 485:115533, 2020.

[8] L. Wang and F.-B. Tian. Numerical study of sound generation by
three-dimensional flexible flapping wings during hovering flight. Journal
of Fluids and Structures, 99:103165, 2020.

[9] A. Powell. Aerodynamic noise and the plane boundary. Journal of
the Acoustical Society of America, 32:982-990, 1960.

[10]  T.J. Chung. Computational Fluid Dynamics. Cambridge Univer-
sity Press, 2002.

[11]  F.-B. Tian. Hydrodynamic effects of mucus on swimming perfor-
mance of an undulatory foil by using the DSD/SST method. Computational
Mechanics, 65:751-761, 2020.



2ND DIRECT IN-PERSON COLLOQUIUM ON VORTEX DOMINATED FLOWS (DISCOVOR) - BRECKENRIDGE, COLORADO -

MAY 16-19, 2022

Starting vortex formation by a surging airfoil

Anushka Goyal? and Jovan Nedi¢®*
¢ McGill University, Department of Mechanical Engineering, Montréal, Canada
b McGill University, Department of Mechanical Engineering, Montréal, Canada
“Correspondence: jovan.nedic@mcgill.ca

1 Introduction

It is well established that an airfoil impulsively set into lin-
ear motion will result in the formation of a clockwise vor-
tex, also known as the starting vortex, and an unsteady mix-
ing layer, as shown in Figure 1. The circulation generated
over the wing increases over time and eventually settles to its
steady state value, which is characteristic of a dynamic re-
sponse to a system. This dynamic response was first solved
analytically by Wagner, who modelled the system as a line
of vortex centers shed from the trailing edge of an impul-
sively accelerated wing, with the last vortex center being
the starting vortex [1]. As the wing surges through some
distance (called the surge distance), the circulation over it
increases. Using Kelvin’s circulation theorem, the circula-
tion in the rest of the flow field (excluding the wing) would
also increase. This allows us to postulate that the circula-
tion within the starting vortex and the mixing layer would
be equal to Wagner’s prediction. As the surge distance in-
creases, the bound circulation over the wing increases and
so does that in the flow field, which consists of the shear
layer and starting vortex. From studies on vortex rings, we
know that vortex size and strength are limited [2]. Vortex
rings generated by pushing a column of fluid with a piston
through an orifice had an upper limit on growth and circu-
lation for piston stroke to orifice diameter ratios (L/D) of 4.
This critical ratio was termed the formation number. In sub-
sequent studies, it has been shown that the formation number
is not universal and depends on the geometry generating the
vortex ring [3,4]. The objective of this study is to investigate
if the principle of the formation number can be applied to an
isolated vortex and the value it will assume. Further, we
would like to characterise the starting vortex by measuring
its circulation and size and link these to the initial conditions
of the surging airfoil, namely, the angle of attack, (&), surge
speed (U) and surge distance (Ax).

2 Experimental Setup and Limits of Initial Conditions

The experiment is designed for a 30 inches long, 12.5 inches
wide and 19 inches deep water tank. The vortex generating
airfoil has a NACAO0010 profile with a span of 26 inches
and chord length 3 inches. It is attached with end plates to
suppress the formation of end vortices. The angle of attack
of the plate can be altered from 1° to 10° in 1° increments.
The velocity field is obtained by using time resolved planar
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particle image velocimetry.

Since the primary objective of the apparatus is to create and
characterise an isolated vortex, it is important to define the
limiting values of the initial conditions. Large angles of at-
tack (above 8°) result in a strong leading edge vortex and
flow separation. As a result, in this study, the angles of
attack are below 8°. For a given angle of attack, surge
speeds below a critical surge speed (U,iicqr) result in sec-
ondary vortices. This critical speed depends on the angle of
attack- an increase in the angle of attack decreases the crit-
ical speed. In vortex ring formation studies, it was found
that additional circulation (beyond a critical L/D of four)
was ‘rejected’ by the vortex ring and resulted in the forma-
tion of Kelvin-Helmholtz type instabilities. In the present
study, we hypothesise that increasing the surge speed at a
fixed angle of attack would result in additional circulation
and the secondary vortices observed at surge speeds greater
than U,,;.q may be attributed to this.

When an airfoil is impulsively started from rest, a starting
vortex is formed. Consequently, when the airfoil is impul-
sively stopped, an equal strength counter rotating stopping
vortex is formed. Since the objective of this study to char-
acterise roll up, a large enough surge distance ensures min-
imal influence of the stopping vortex on the starting vortex
roll up. As a result, surge distances of 0.5¢ and 1c were
chosen for this study. Ideally, the surge distance would be
beyond a critical formation time for a single vortex. Since
this is not known at present, the upper limit on the surge dis-
tance is chosen based on wall effects (which would occur at
Ax >1c). The lower limit is chosen arbitrarily.

3 Circulation of the Starting Vortex

The net circulation in the field was found to be equal to
Wagner’s prediciton. However, the starting vortex only en-
trained half of the net circulation, as shown in Figure 3. At
an angle of attack of 6°, U,y Was found to be close to
0.6¢c/s. At surge speeds beyond U,,sicqr, the formation of
secondary vortices was observed. However, the circulation
of the primary vortex for these cases was also approximately
half of Wagners prediction. Similar results were observed
for o=8°.

It is hypothesized that the circulation of the starting vortex is
always half of the net circulation in the flow field because it
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Figure 3: Circulation of the starting vortex as compared to Wagner’s function

attains an ‘optimal’ size and strength. Thus, the next step of
this study is to investigate if the formation number concept
can be applied to the starting vortex.

4 Conclusion

Based on preliminary results, it can be asserted that the cir-
culation of a starting vortex in an impulsively started air-
foil is 50% of Wagners function. The aim of future exper-
iments is to characterise the vortex size and link it to the
initial conditions of surge speed, angle of attack and surge
distance. Finally, it is hypothesized that there may be a crit-
ical strength and size, beyond which the starting vortex does
not entrain any additional circulation. The future goal of this
study is to investigate this critical parameter.
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1 Introduction

Bats are the only mammal on the planet able to perform
powered flight and feature characteristic membrane wings
that give them astonishing agility [1]. There have been sev-
eral studies measuring the kinematics of bats in forward
flight such as those shown in Figure 1 from [2]. The flap-
ping amplitude A during a cycle is linearly dependent on
flight speed U [3] across numerous bats, and wingbeat fre-
quency f stays relatively constant across flight speeds, re-
gardless of body size and bat families [1,3]. This means that
bats operate at a fairly constant Strouhal number St = fA/U.
Using this data we find bats operate from St = 0.5 —0.7 (not
shown), but this is significantly higher than the St = 0.2 —
0.4 optimal range associated with insect and bird flight.

Additionally, the effect of membrane elasticity on the flight
characteristics of bats is not clearly understood. It is sus-
pected that the non-linear membrane allows bats to use elas-
ticity to induce camber while limiting the maximum defor-
mation [4]. The fibrous structure of the membrane is also
believed to improve the folding of the wing and limit flut-
ter [4] but such studies cannot directly investigate the impact
of changing membrane properties on bat flight.

In this paper, we use high-resolution fluid-structure interac-
tion simulations to investigate the influence of St and elas-
ticity on bat flight. We use our immersed boundary fluid-
structure interaction solver [5] to perform fully-coupled sim-
ulations of a simplified geometrical bat wing. The model
consist of the handwing part of the wing and uses paramet-
ric kinematics over various Strouhal and membrane Cauchy

numbers
Ety,

Ca=—Em
TRV L

)

where we choose to use the maximum wing velocity dur-
ing the cycle U, instead of the forward speed U to ensure
the membrane stiffness is scaled consistently as St is var-
ied. We use a simple linear isotropic material model for the
membranes and bones in the wing. The kinematics are de-
rived from a simplified model that considers five degrees of
freedom movements around the carpus. The resulting kine-
matics are shown in Figure 1. To mimic the folding and
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Figure 1: Comparison of simplified kinematics for 3 points
on the wing (lines) and experimental measurements (dots)
from [2].

feathering of the wing during the upstroke, the pitch profile
is optimized for each Strouhal number using an apparent an-
gle of attack approach, where we minimize the mean appar-
ent angle of attack during the upstroke and target a specific
value in the downstroke.

2 Results

Figure 2 shows the flow around the wing for three Strouhal
numbers for an elastic wing with Ca = 0.5. The flow is rep-
resented by isosurfaces of vorticity magnitude (||@||). We
observe significantly different wake behaviours for the dif-
ferent Strouhal numbers. At a low Strouhal number (St =
0.3), strong vorticity is generated near the tip of the wing,
and a shear layer covers most of the upper surface of the
wing. A medium Strouhal number (St = 0.5) results in a
coherent wake, with packs of vorticity being shed from the
trailing edge of the wing. A shear layer is also observed on
the upper surface of the wing, similar to the lower Strouhal
number wing. For a high Strouhal number (St = 0.7), the
wake becomes severely chaotic, large packs of vorticity are
shed from the shear layer of the wing.

Results, in terms of the standard thrust, lift, and power coef-
ficients, for the whole Strouhal range and two Cauchy num-
bers are presented in Figure 3. Our method of optimizing
the pitching kinematics has ensured that the cycle-averaged
thrust is positive over the whole Strouhal number range
and for both Cauchy numbers (Figure 3a). Both membrane
elasticities produce similar thrust at low Strouhal numbers,
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Figure 2: Isosurface of vorticity magnitude during the
downstroke for three Strouhal numbers. Bat’s body is shown
for visualization purposes.
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Figure 3: Cycle-averaged force coefficients and efficiencies
at various Strouhal numbers.

while the stiffer membrane produces more thrust at the high
St = 0.7. Cycle-average lift and power coefficients con-
stantly increase with increased stiffness, Figure 3b-c.

To quantify the aerodynamic efficiency of the wing, we use
the propulsive and Rankine-Froude efficiency [6]

CPow

FU. Cr
F CPow ’

e = MRF =
The standard propulsive efficiency is studied for swimmers
and flyers alike, but flyers also need to maintain weight sup-
port. This is not included in the propulsive efficiency; the
Rankine-Froude efficiency provides this measure. The re-
sulting propulsive and Rankine-Froude efficiencies are pre-
sented in Figure 3d-e. Propulsive efficiency is improved for
elastic wings over stiffer ones for the whole Strouhal range,
and they are almost equal for St = 0.7. On the other hand,
Rankine-Froude efficiency is larger for the stiffer wing over
the whole Strouhal range. A clear peak in both efficien-
cies for both Cauchy numbers occurs near St ~ 0.5. This
peak in efficiency occurs at the Strouhal number where the
wake generated by the wing is most coherent, see Figure 2f,
whereas

The effects of varying Cauchy numbers for fixed kinemat-
ics at the optimum (from the results above) Strouhal number
of St = 0.5 are shown in Figure 4, on a logarithmic scale.
While lift and power steadily increase with the Cauchy num-
ber, thrust remains relatively constant. This results in a peak
in propulsive efficiency near Ca ~ 0.1, whereas Rankine-
Froude efficiency steadily increases with the Cauchy num-
ber. This is to be expected since we have seen previously

1.0
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Figure 4: Cycle-averaged force coefficients and efficiencies
at various Cauchy numbers.

that power and lift increase with Cauchy number. There is
a sharp drop in efficiencies for very low Cauchy numbers;
with the help of modal analysis techniques (not shown here),
we relate this drop in efficiencies to the fluttering of the
wing’s membrane. Finally, we will show that by reinforc-
ing our (linear) isotropic membrane with two (non-linear)
fibre families, forming an orthogonal net on the wing, that
the flutter can be reduced, even for (initially) equally elastic
membranes.

3 Conclusion

We perform coupled numerical simulation of bat flight us-
ing a simplified geometrical and a parametric kinematical
model to show that, although bats operate at significantly
higher Strouhal numbers than insects or birds, this corre-
sponds to a peak both in propulsive and Rankine-Froude ef-
ficiency. We are able to relate these peaks in efficiencies
to specific structures in the wake of the bat. We then show
that membrane elasticity plays a less important role in the
aerodynamic efficiency of bats, although flutter can severely
penalise it when it occurs. Finally, we demonstrate that by
reinforcing isotropic membranes with anisotropic non-linear
fibres, we are able to passively control flutter and recover the
aerodynamic performances of stiffer wings.
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1 Introduction

The competitive practice of sailing and windsurfing is
evolving. It may be assigned to the willingness to break the
records increasing the performances of the sailing boats.
Thus, the development of new platforms using hydrofoils
(Figure 1), capable of providing lift, is replacing the use
of the so-called “classic” windsurf that relies only on
buoyancy. Among these innovations are the new “iQFoil”
class of windsurf which will be used in the next Olympic
Games.

The interest of using a foil, and the passage from an
Archimedean boat to a dynamically supported boat, is to
obtain a considerable increase of speed during sail races.
But at the same time, the air resistance becomes the main
source of drag in relation to the wave drag or hydrodynamic
drag against the board. Other parameters, besides the
latter, must be taken into account to better understand
the contributions of a foil. In this respect, an unsteady
maneuver called ”pumping” is essential [1].

For windsurfers, pumping consists in a periodic pitching
of the sail with a certain kinematics and seems to be an
efficient contribution to the propulsive force under certain
wind conditions. It is used a lot in the beginning of the race
to accelerate and after tack changes to stabilize the boat in
flight mode. Understanding the details of the functioning
of boats is complex like on a sailing yacht [2] and requires
some measurements even more so difficult to do during
navigation in a windsurf boat because of its size.

It is a complex mechanical structure with deformation
associating the mast, the sail and the battens that stiffen
it, but also geometrically complex by the camber and the
helical torsion of the sail. It has a fairly clear analogy with
insect wings [3]. Here we investigate a simplified model of
a pumping sail in a wind-wall open aerodynamic tunnel.

2 Results

A 1:10-scale model of sail (or rig) is set up (length: 0.2m,
height: 0.5m) in a wind wall tunnel (Figure 2), with a
velocity between 2m/s and 8m/s.
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Figure 1: Chronophotography from top-left to bottom-right
of a windsurfer during one oscillation period of a pumping
phase.

The first studies of pumping are done in pitching with a
rigid airfoil and on a reconstructed shape of a windsurf sail
varying different parameters: The velocity of the flow, the
frequency of pitching, the range of the flapping and the
average angle of incidence.

Figure 2: Wind-wall tunnel.

A multiple axis load sensor allow us to investigate the
propulsion and the drag forces.

A preliminary study of an elastic sail is done to examine the
role of some geometrical parameters: the camber and the
twist angle of the sail (Figure 3).
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Figure 3: Left: Some battens with different cambers,
Right: Top view of the elastic sail on the wind-wall tunnel.

3 Conclusion

I will present my first results toward the characterisation and
optimisation of the unsteady propulsion of an elastic sail.
Ongoing work is dedicated analysing the deformation of the
sail during pitching with 3D shape reconstruction by stereo
photographic recording. Full-scale experiments in the sea
will be compared to our result with a 1:10-scale model of
sail.
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1 Introduction

Habor seal whiskers (HSWs) are excellent hydrodynamic
sensors that enable the seals to prey in turbid underwater
conditions. The shape of HSWs is roughly a slender cylin-
der featuring an elliptical cross-section and undulation along
the shaft. The undulation of the major and minor axis of
the elliptical cross section has a 180° phase difference (Fig-
ure 1b). The specialized shape of HSWs has been shown to
suppress hydrodynamic force oscillation and vortex induced
vibration (VIV) by breaking the coherence of the Kdrmén
vortices when its long cross section axis is oriented stream-
wise. This essentially reduces the self-induced noise in the
sensory system for the seals during forward swimming. In
the mean time, HSWs are sensitive to wakes left behind by
other swimming objects, which incide upon the whiskers at
various angle of attacks (AoAs). In addition, seals have an
array of whiskers attached next to either nostril. The orien-
tation of each whisker can also be actively controlled. How-
ever, knowledge on how seals actively orient their arrays of
whiskers during preying is very limited. Therefore, it is im-
portant to understand the hydrodynamic characteristics of
the HSW shape at different AoAs.

Kim and Yoon [1] used large eddy simulation to study the
effect of AoA on flow characteristis around a static HSW
for the Reynolds number of 500. They showed that for
small AoAs (< 15°) the lift force oscillation of the HSW
was almost negligible. When AoA increased beyond 15°,
the amplitude of the lift force oscillation increased, reached
a plateau of about 0.2 (RMSz) at 50°, and then remained al-
most constant up to 90°. The authors concluded that as AOA
increases, the bluffbody flow overcomes the flow induced by
the HSW shape, resulting in almost the same flow as the el-
liptic cylinder. Murphy et al. [2] tested VIV responses of
real seal whiskers oriented at 0°, 45°, and 90° against an in-
coming flow of 0.5 m/s. Vibration velocity was up to 60
times higher when AoA was 90° compared to 0°. Song
et al. [3] experimentally studied the single degree of free-
dom (DOF) VIV response of a scaled up harbor seal whisker
model with AoA ranging from 0° to 90°. The density ratio
of the model was about 10. The HSW model started to show

I'This work was supported by NSF under grant number 2144217. The
computation was supported by XSEDE project TG-CTS180004. This work
is submitted to DISCOVOR as a poster presentation.
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significant VIV when AoA reached 30° and reached a peak
amplitute as high as 3 diameters when AoA was 90°.

Despite previous research, many aspects of the VIV of
HSWs remained to to be explored. This study aims to quan-
tify the single DOF VIV response of seal-whisker-like cylin-
ders with density ratio close to that of real seal whiskers un-
der low Reynolds number. This is an effort toward providing
normative data for seal-whisker inspired sensor designs.

2 Method

The flow field is solved using an inhouse, immersed-
boundary-method based flow solver. The vibration of the
whisker is solved using the average acceleration Newark
scheme. The flow and solid vibration is implicitly coupled.
For brevity, the formulations are not listed here. The imple-
mentation of this solver setup has been validated in Ref [4]
for canonical flow-structure interaction (FSI) problems with
solid/fluid density ratios of 1 and 10.

The simulation setup is shown in Figure 1. Only one seg-
ment of an idealized whisker is included, which allows the
use of periodic boundary conidtions at the top and bottom of
the domain. The domain is discretized using Cartesian grid
with high resolution (~ 0.025D) around the whisker body.
The whisker is set as a single DOF rigid body with spring
K and damper C. Variation of the reduced velocity U, (see
definition in Table 1) is implemented by changing the stiff-
ness of the spring. By default, U, is varied from 2 to 15.
For AoAs where the VIV remains significant in the default
range, larger U, (up to 50) is tested. The AoA is varied
from 0° to 90° at 15° increment. Simulation setup parame-
ters are summarized in Table 1. The solution of a test case
(AoA= 60° and U,=8) shows good grid independence with
the adopted grid resolution. For cases with large VIV ampli-
tude, the grid number in the transverse direction is doubled
to increase the size of the high resolution region to cover the
range of VIV.

For most cases, the simulation was run long enough to have
10~20 cycles in steady vibration. However, for some cases
there seemed no sign of reaching steady vibration even after
extended simulation time. These cases were not run further
due to limited computational resources.
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Figure 1: Simulation setup. (a) The simulation domain
(schematic). The domain size is 40x60x 6, nondimension-
alized with respect to the mean hydraulic diameter of the
whisker D(0.533mm). (b) Whisker segment with one degree
of freedom in the transverse direction. Note that in simula-
tion, the whisker geometry instead of the flow is rotated to
form the angle of attack.

Table 1: Simulation setup parameters

FSI Re m* m*& U, AoA
parameter 300 1.0 0.02 2~15(50) 0°~90°
whisker A A a B b
parameter 6 0.882 0.1 0.373 0.043

Note: m* is the mass ratio of the whisker to the displaced fluid. The mass-
damping coefficient m* & is kept constant. U, is reduced velocity, defined as
U, =U/(f,D), where U is the uniform flow speed and f,, = 27\/M/K is
the in vacuum natural frequency of the mass-spring system. A is the wave-
length of the whisker shape undulation. A and B are the mean length of the
semi major and minor axis, respectively, and a and b are the corresponding
undulation amplitude (all length normalized by D).

3 Results

Figure 2 shows the VIV amplitude for different AoAs. The
amplitude is quantified as A},,; = rms(dy — mean(dy)). The
horizontal axis is the effective reduced velocity, U, which
is defined as U} = U/(f,Dr), where Dg is the maximum
width of the frontal projection of the whisker. Note that Dg
increases with AoA for the whisker shape. Figure 3 shows
the dominant VIV frequency for different AoAs. From Fig-
ure 2, the VIV amplitude increases substantially as AoA
increases from 0° to 90°. At 0° AoA, the VIV amplitude
is so small that the curve almost overlaps with the y = 0
line. When zoomed in, the curve is similar to that of typi-
cal forced system going through resonance, reaching a peak
amplitude (~ 0.002) at U} ~ 5. From Figure 3, the domi-
nant VIV frequency for AoA= 0° remains almost constant
(~ 0.19) regardless of the reduced velocity. This shows that
the VIV at 0° AoA is too small to affect the flow dynamics.
At 15° AoA, the VIV amplitude remains considerably small
(~0.02) except for the lowest tested reduced velocity where
the VIV locked to the in water natural frequency (fp,) of
the whisker and the amplitude reached 0.05. VIV amplitude
becomes significant at 30° AoA (~ 0.2) and keeps increas-
ing with AoA. Observations of the trend include: 1. the U}
at which peak VIV amplitude is reached slightly increases
with AoA. 2. the U} at which VIV starts to occur for each
Ao0A decreases with AoA. 3. at high AoAs, the VIV persists
even for high U}, which is different from cases with a mass
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Figure 3: HSW VIV dominant frequency at different AoAs

ratio of ~ 10 [3]. And 4. the VIV is highly periodic before
reaching the maximum amplitude, after which it becomes
irregular.

The dominant VIV frequency at the lowest U roughly re-
flects the dominant vortex shedding frequency of the static
cases, which can be seen to first increase (0° to 15°) and then
decrease (15° to 90°) with AoA from Figure 3. Similar ob-
servation was reported previously [1]. For AoA> 60°, VIV
first locks to the in water natural frequency of the whisker
until the peak amplitude is reached. After that, the dominant
VIV frequency remains a constant that is slightly lower than
the static vortex shedding frequency.
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1 Introduction

Oscillating hydrofoil turbines can be used to extract energy
from tidal and river flows. These kinds of turbines offer an
alternative to the more common horizontal axis rotary tur-
bines and it has been shown that they can achieve compa-
rable efficiencies [1-3]. Although single foil performance
has been well characterized, extending this to hydrofoil ar-
ray configurations in order to extract more energy from a
system is less well understood, and an area of active re-
search [6-8]. Optimizing rotary turbine array configurations
requires avoiding wake interactions in order to prevent detri-
mental effects on individual turbine performances. How-
ever, in the case of oscillating hydrofoil arrays arranged in
a tandem configuration, interactions between the structured
wake shed from the front foil and a downstream foil can lead
to a constructive interference that maximizes the system ef-
ficiency [5, 8]. The operating kinematics of turbines in an
array configuration (stroke amplitude, pitching angle, etc)
might not be the same for as solo turbines, and the aim of
the this study is to determine the optimal kinematics for one
of these tandem hydrofoil arrays by using information about
the structure of the wake behind the leading foil.

By correlating the effective angle of attack, o4, at mid
downstroke of the leading foil to the performance of the
foil, three wake regimes have been identified [8]. In the first
regime - the shear layer regime - the wake consists of a con-
tinuous shear layer with very little vortex formation. The
mid-range 07,4 wake regime is identified as the Leading
Edge Vortex (LEV) regime, where a single LEV is formed
and shed by the leading foil every half-cycle, and the highest
and most unsteady wake regime is the Leading Edge Vor-
tex plus Trailing Edge Vortex (LEV+TEV) regime, which is
characterized by a stronger vortex pair shed every half cycle.

These three wake regimes can potentially lead to different
constructive and destructive interactions between the lead-
ing foil wake and the trailing foil, and understanding how
the trailing foil’s kinematics must adapt in order to achieve
optimal performance will give insight into what the optimal
system kinematics should be. To study this, experiments
were performed in a water flume at Brown University where
foil kinematics were prescribed over a large range of param-
eters for the leading and trailing hydrofoils in a tandem con-
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figuration array. By prescribing leading foil kinematics with
adesired ot /4, specific wake structures were created in each
of the three wake regimes. For each wake regime, the kine-
matics of the trailing foil were varied over a range of pitch 6y
and heave /o amplitudes, as well as the inter-foil phase y;_,
(phase shift between the motions of the two foils). The two
foils shared the same frequency. Leading and trailing foil
efficiencies were computed by measuring the flow-induced
forces and torques on each foil and used to obtain the sys-
tem efficiency. Particle Image Velocimetry (PIV) was used
to measure the velocity fields of the optimal configurations
in order to better understand the structure wake-foil interac-
tions.

2 Results

System efficiency was obtained by calculating the ratio of
the time-average power extracted by both foils and the
power available in the flow considering the maximum foil
swept area Tyys = (Pe + Pr)/0.5pU3Agmax. For all three
cases of leading o4 the inter-foil phase, yi_», had the
most influence on performance of the trailing foil by dictat-
ing the timing of the interactions between the shed vortices
and the trailing foil. The shedding of vortex structures by the
leading foil is directly dependent to its frequency of heaving
and pitching, with it shedding a vortex every stroke reversal
for the LEV and LEV+TEV regimes. Due to both foils hav-
ing the same operating frequency, the relative position of the
trailing foil with respect to the leading foil wake-structures
it encounters is dependent only on y;_,. Optimal and min-
imum values of efficiency were found to be around —120°
and 60° respectively for all three regimes.

Having identified the parameters for optimal performance,
examination of PIV velocity fields of these cases show that
direct interactions between the wake structures and the trail-
ing foil lead to a decrease in performance (Fig 1). This hap-
pens because these interactions produce lift enhancement on
the trailing foil during parts of the cycle where either its
heaving velocity vector is very small, or opposite to its lift
force, leading to negative power extraction as shown in the
blue highlighted case in figure 1. Conversely, cases where
the system performs better are those where the trailing foil
avoids direct interactions with the vortices, shown in the red
highlighted case figure 1.
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Figure 1: PIV snapshots of two different cases of wake foil
interactions. The y;_, = 60° shows a destructive case and
the constructive case is given by y;_, = —120°. Each snap-
shot is referenced to a time during the cycle in the cycle-
averaged Lift and Power curves.

Pitch and heave amplitudes have smaller but notable ef-
fects as compared to phase, yj_>. Both parameters have
a stronger effect on performance as the value of oy /4 in-
creases, with optimal pitch amplitudes shifting to the highest
value studied (75°), and the heave showing a more distinct
optimal amplitude at g = 0.8c. The maximal variations in
system efficiency due to these two parameters is in the order
of 3%, while for the phase it reaches 10%.

The heave amplitude was initially expected to have a signif-
icant effect on the performance of the trailing foil. However,
as shown by [9] and confirmed in figure 2, in the LEV+TEV
regime the shed vortex pair initially move outward but then,
due to the opposite circulation of the LEV and TEV, they
move back towards the centerline as they travel downstream.
Thus, the optimal heave amplitude will change, depending
on the streamwise separation of the two foils.

3 Conclusions

The system efficiency achieved by tandem foils can reach up
to 57% in optimal cases, indicating that oscillating foil tur-
bines have promising performance metrics when compared
with rotary turbines. The power density for these types of
turbine arrays can also be higher than for axial turbines due
to the close proximity of the foils.

The parameter that most strongly influences the perfor-
mance of the trailing foil is the inter-foil phase, as it de-
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Figure 2: Trajectory of the primary vortex shed by the lead-
ing foil for two o /4 cases. The leading foil’s pitching axis
is located at x/c = 0 and the trailing foil is at x/c = 6. Note
the more curved trajectory that the vortex in the o /4 = 0.68
displays compared to that of the 0.33 case.

termines the positioning of the trailing foil respect to the
vortices in the wake.

For the cases studied, direct interception of the trailing foil
with vortices shed by the leading foil can lead to a drop in
trailing foil performance due to lift enhancement at an un-
desirable part of the cycle. Optimal system performance oc-
curs when the trailing foil avoids vortices in the wake.

High system efficiencies are achieved over a range of foil
kinematics where neither foil in the system is necessarily
operating at its maximal performance, but as an aggregate
their contributions reach high system performances over op-
timal cases.
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1 Introduction

Performance in competitive swimming relies in part on the
propulsive force that swimmers can generate. This force is
mainly provided by arm movements [1]. Pioneering work
in the evaluation of swimmer-generated forces is based on
a quasi-static approach. The underlying assumption of this
approach is that the kinematic parameters of the flow (in par-
ticular velocity and angle of attack) do not vary over time.
However, it has now been demonstrated that the flow is un-
steady [2—4]. It is therefore necessary to assess the flow from
unsteady modelling. In recent years, devices and knowledge
have been developed in ways that make such studies feasi-
ble. Our experimental and numerical studies carried out at
the Prime Institute fall within this framework. The emphasis
is on measurements of the propulsive force of the swimmers’
upper limbs. Our methodology deals with flow measure-
ments, which have been carried out with PIV methods and
compared to CFD calculations. Nonetheless, experimental
measurements of force and kinematics of the arm enables us
to strengthen our understanding. The main unsteady mech-
anisms studied are the spatio-temporal analyses of vortex
structures, but also the Kramer, axial flow, added mass or de-
layed stall effects [5]. Previous very promising studies have
been carried out using a robotic arm to understand some of
the propulsion mechanisms in swimming based on unsteady
fluid studies [6]. We have also developed a robotic swim-
ming arm device. This allows the kinematic parameters of
the swimming motion to be varied such as the angle of attack
or the velocity of the hand. A study using this device was
carried out to investigate the relationship between propul-
sive force and swimming frequency [7]. Acceleration has
been deemed important in the force generation process [3].
Which is why we would like to study its role in propulsion.

2 Methods

The robotic system described in Figure 1 is based on the
swimmers’ kinematics that we tend to reproduce by varying
the angular acceleration of the arm 6 in rad.s 2. On the one
hand, the aim is to produce a parametric study assessing key
parameters such as arm angular accelerations and propulsive

' Authors would thank Patrick Braud, Jean-Carl Rousseau, Richard
Tessier and Jessy Cantet as well as the Pprime Institute for the financial
support provided (ACI project), and the French government aid managed
by the National Research Agency (ANR) under the Future Investment Pro-
gram (PIA) with the reference ANR-19-STHP-0001. This work pertains
to the French government program “Investissements d’Avenir” (EUR IN-
TREE, reference ANR-18-EURE-0010).
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Figure 1: Schematic device of the robotic arm

forces. On the other hand, to compare these parameters with
various phenomena such as vortex development and detach-
ment. The experimental study was carried out in a labora-
tory, in an open channel. The forearm and hand were molded
on an elite swimmer’s model and built in epoxy resin (den-
sity of 0.98 kg/L similar to the human body). The mold
was attached to a motor that allowed the forearm to pro-
duce aquatic movements. The motor was attached to a frame
resting on two rails with four guide rollers providing a vir-
tually slippery connection. We used a level to align the X)
axis and calibrated the system with a device comprised of
weights, belt and pulley, identifying frictional forces of 2.3
N. The frame was held with a monoaxial force sensor, mea-
suring the force generated by the reaction of water on the
arm, which represents the arm’s propulsive force 1_7',, = F,,)_f
(Figure 1). The sensor was connected to the motor’s servo-
drive from where data were extracted. The results were ob-
tained in the cartesian frame of reference related to the earth
R(X,Y,Z). The arm’s angular acceleration 6 varied between
1 to 15 rad.s~? with a step of 1 rad.s~2. The relative flow
of the flume regarding the cartesian frame of reference re-
lated to the earth was 0.3 m/s, although it should have been
around 2 m/s [1], but we couldn’t go higher at this stage.
The experiments were coupled with PIV measurements in
two planes. In the vertical laser sheet, we can follow and
evaluate the behavior of the fluid around the arm in the me-
dian plane. For the horizontal plane, vortex slices can be
observed at different depths of the laser sheet crossing the
arm. Two Phantom v2640 cameras were used to reconstruct
the image for the whole motion 6 in degrees from 20 to 160.
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Figure 4: Evolution of the sensor’s measured force accord-

Figure 3: Spatio-temporal evolution of the vortex structures : -
ing to the angular position of the arm. For three angular

around the hand and the forearm, from the Q criterion and

vorticity at different angles 8 = [60°,90°,120°], for 8 = 10 acceleration values
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1 Introduction

Although humans do not have specialized flow-sensing abil-
ities, many aquatic, terrestrial, and aerial animals, including
seals [1], rats [2], and bats [3], possess unique flow-sensing
capabilities that enable them to perform impressive behav-
iors such as identifying and locating prey, following trails,
navigating in total darkness, and moving efficiently in tur-
bulent flow conditions. These abilities are often achieved
through the use of mechanosensory hairs, such as whiskers
(Figure 1A), and hair-like structures, on different parts of
the body. These mechanosensory hairs allow the animals to
detect changes in flow patterns and respond quickly to po-
tential predators, mates, or food sources. The specific place-
ment and structure of these hairs enable directional selectiv-
ity, allowing the animal to not only detect changes in flow
but also determine the location of these changes and how
best to respond behaviorally.

The diverse array of biological sensors found among ani-
mals can be used to inform the design of artificial sensors for
robots tasked with detecting and discriminating objects in
novel environments. While many biological sensor special-
izations remain to be discovered, ongoing research into bi-
ological sensors continues to inspire and advance new tech-
nologies. In our current work, we utilize a high-fidelity nu-
merical framework to examine the coupled fluid-structure
dynamics of biological flow sensors relevant to the devel-
opment of mechanosensing in artificial systems, such as
robotics. We focus on the fluid-structure interaction (FSI) of
mechanosensory hairs with upstream vortices (Figure 1B)
to study the coupled mode response, also known as wake-
induced vibration, of these structures. The presence of up-
stream vortices can significantly impact the local fluid be-
havior around a flexible body by altering factors such as am-
plitude, frequency, and phase of the vibrations. Therefore,
studying the behavior of an array of flexible cylinders in var-
ious configurations is important to understand how multiple
real sensory hairs create and interact with wake structures.

We take a flexible cylindrical cantilever of length L and
diameter D as a representative model of mechanosensory
hairs. As shown in Figure 1C, due to fluid forces acting
on the cantilever, it initially deforms in the streamwise di-

! This work was supported by the Natural Sciences and Engineering Re-
search Council of Canada.
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Figure 1: (A) Upstream vortices induce sustained vibrations
in seal whiskers; (B) the forces and moments induced by
the vortices are transmitted through the hair shaft and re-
sult in the deformation of the follicle, which is rooted un-
derneath the skin. (C) Fluid-structure interaction model of
the mechanosensory hairs, represented by a flexible circu-
lar cylinder, interacting with upstream vortices generated by
a stationary rigid cylinder. The distance between the two
cylinders is denoted by H.

rection and, depending on the system parameters, it could
exhibit an unsteady dynamic response leading to sustained
large-amplitude vibrations. To examine the cantilever’s vi-
brational behavior, we consider three non-dimensional pa-
rameters, namely mass ratio m*, Reynolds number Re, and
reduced velocity U*, defined as

«_ 4m
"= apipl

_ p/UoyD

«_ o
u v

) =D (e))

where m is the mass per unit length of the cantilever, p/
and pf are the density and dynamic viscosity of the fluid,
respectively, Uy is the magnitude of the flow velocity, and
fu is the first-mode natural frequency of the cantilever. Us-
ing a fully-coupled fluid-structure solver based on the three-
dimensional Navier-Stokes and Euler-Bernoulli beam equa-
tions described in [4], we examine the unsteady dynamics
of the flexible cantilever for Re = 40 and 60 for U* € [5,25]
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at a mass ratio m* = 1. Our key objective is to characterize
the cantilever’s oscillatory dynamics as a function of flow
and structural parameters and examine how upstream wakes
affect this dynamical behavior. All results have significant
implications for the study of biologically-based flow sensing
and engineered fluid sensors.

2 Results

For this study, the aspect ratio of the cantilever, defined as
the ratio of the cantilever length L to diameter D, is set equal
to L/D = 100. Figure 2A compares the root-mean-square
(rms) value of the cantilever’s transverse vibration ampli-
tude, probed at its free end, in two different configurations.
In one configuration, the cantilever is subjected to a uniform
flow (i.e., isolated), while in the other configuration, the can-
tilever is positioned in the wake of a rigid stationary cylin-
der, with the same diameter D and length L, at a streamwise
distance H = 5D (i.e., tandem). Based on the results pre-
sented in Figure 2A, the two key observations are: (i) sus-
tained oscillations are present at a subcritical Reynolds num-
ber Re = 40, where no periodic vortex shedding is expected;
and (ii) the vibration amplitudes are sustained over a wider
range of U™ for the tandem cylinder configuration compared
to the isolated case. Figure 2B illustrates the superimposed
images of the tandem cylinder’s cross-flow motion at U* =9
and 25 at Re = 60. As it is seen, the cantilever’s peak-to-
peak vibration amplitude has a value of ~ 2.5D at U* =9,
reducing to ~ 1D at U* = 25. One notable finding here
is that the cantilever’s motion at U* = 9 is primarily in its
first natural vibration mode, becoming progressively com-
plex and getting close to its second natural vibration mode
at U™ =25.

For all the studied cases, we find that the frequency of the
cross-flow oscillation matches the frequency of the cross-
flow (lift) force (Figure 2C), both being equal to the first-
mode natural frequency of the cantilever for U* € [6,9].
This finding indicates that the synchronization (also called
lock-in) phenomenon is the mechanism underlying the sus-
tained oscillations. We find that the interactions between the
upstream wake and the boundary layer of the downstream
cylinder affect the flow features along the circumference of
the cylinder (Figure 2D) and shift the position of the down-
stream cylinder’s stagnation point, which plays a major role
in the load generation mechanism [5]. Further stability anal-
yses are underway to explain the origin and mechanism of
wake-body interactions in flexible cantilevers and determine
the significance of pressure and viscous forces in the com-
position of lift force and their phase relations with respect to
structural velocity.

3 Conclusion

In this work, we examined the FSI of a flexible cantilever as
a model of mechanosensory hairs. Of particular interest was
exploring the vibrational characteristics of the cantilever in
the presence of upstream wakes. We showed that compared
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(A) Normalized values of cross-flow vibration
amplitude. (B) Superimposed images of the cantilever’s
cross-flow motion in the tandem configuration at Re = 60.
(C) Time history and power spectra of cross-flow vibration
and lift force, denoted by Cj, at (U*,Re) = (9,60) for the
cylinder in the tandem configuration. (D) Isometric view of
the z-vorticity contours alongside the x-y plane view of the
contours at (U*,Re) = (9,60); (top) at the free end, (middle)
mid-section, and (bottom) fixed end of the cylinders.

Figure 2:

to an isolated cylinder, the cantilevered cylinder positioned
tandem to a rigid cylinder at a distance 5D has larger cross-
flow vibration amplitudes and exhibits sustained oscillations
for a broader range of U*. These results emphasize the sig-
nificance of wake-induced vibrations in providing vortex-
sensing abilities to animals and have implications for the
design of artificial flow sensors.
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1 Introduction

Bio-inspired micro-aerial vehicles (MAVs) with flapping
wings have been of great interest to the engineering com-
munity since they offer several advantages over rotary-wing
MAVs. These include reduced aeroacoustic noise as well
as improved power efficiency at small scales [1]. The aero-
dynamics involved in these systems is significantly different
from those of a fixed-wing or a rotor drone. This has impli-
cations for flight stability and control, as well as the selec-
tion of materials for the wings and other control surfaces.

In developing these drones, inspiration can be drawn from
the biological flapping wings of birds, flying insects, bats,
etc. The wing structures and kinematics in these animals
have evolved over millions of years and offer a myriad of
unique design features that have not yet been considered in
engineering design of MAVs. Bats are the only mammals
known to employ powered flight, and several bat species are
adapted to fly and navigate through very complex and tight
environments. A bat’s hand-wing is formed from an elastic
membrane that is reinforced by relatively stiff bones. The
wing flapping causes the interaction between the incoming
flow and the highly flexible membrane. This fluid-structure
interaction generates the aerodynamic forces that support
the bat’s flight.

In the past, several researchers have investigated the aerody-
namics of bat’s flight using both numerical [2] and experi-
mental methods. Numerical simulations are a powerful tool
that can be used to model and analyze the complex fluid-
structure interaction involved in such flights. Most computa-
tional modeling efforts have relied on either wing kinemat-
ics extracted from high-speed videogrammetry [2] or per-
formed FSI of simplified wing shapes [3]. Wing kinemat-
ics obtained from high-speed videogrammetry has mainly
been restricted to exploring the aerodynamics of a single
flight condition and the effects of modulating kinematics and
wing material property of the elastic membrane, remain un-
explored. The wing shapes and/or the kinematics also usu-
ally differ significantly from those of real bats and have left
open questions regarding the effect of fluid-structure inter-
action (FSI) in the wing aerodynamics of bats. Thus, this
work attempts to model, with a high level of fidelity, the
complex fluid-structure interaction of the membrane wing

I'This work was supported by NSF under CBET-2011619
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of a bat in flight using the bone joint kinematics and ma-
terial properties obtained from the experiments. The data
generated is then subjected to examine the aerodynamic per-
formance of these wings. The finite-element method is the
most common method for modeling structural deformation
in fluid-structure interaction simulations. However, the large
deformations inherent in these problems require a complex
computational infrastructure and significantly increase the
computational cost of these simulations. In the current ef-
fort, we choose a spring-network model for the structural
deformation of the membrane. These methods were ini-
tially proposed for rapid simulations of cloth deformation in
computer animations but have been successfully used to per-
form complex FSI simulations of heart valves, membranes
parachutes, etc. A significant advantage of this method is
the relatively low computational cost and easy coupling with
the fluid solver, especially with the sharp interface immersed
boundary method (IBM) used in this work.

2 Results

The numerical simulations were performed using our in-
house IBM code, ViCar3D [4], and the spring network
model-based structural solver. The work was carried out in
two phases. The first phase used a hovering flight model
with simple kinematics and a membrane wing with three
different flexibilities. The flexibilities were quantified using
the Aeroelastic number, Ae and were chosen based on the
aeroelastic characterization performed by Gehrke et al. [5].
In the second phase, simulations were performed using a
model derived from experimental data for a bat in forward
flight [6]. Instead of prescribing the kinematics of the whole
wing as done by several other studies only the kinematics
of the bone joints (red spheres in figure 1) were prescribed.
Figure 1 shows the flow structures using the Q-criterion on
the left wing and structural deformation on the right wing.

Table 1: Cycle-averaged force coefficients

Upstroke ~ Downstroke
CL —1.34 10.61
Cr 1.16 0.98

The time evolution of normalized lift and thrust forces are
shown in figures 2 and 3 respectively. The cycle-averaged
force coefficients for this particular simulation are shown in
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table 1. The plots of the force coefficients present a highly
complex profile in time with oscillations with a variety of
time scales.

t/T =0 7 yr=o015 {

t/T =030

t/T = 0.45 t/T = 0.60 t/T = 0.75

Figure 1: The left side of the bat model shows the flow
structures using isosurfaces of Q colored with @,. The right
side shows the wing structural deformation where red dots
are the bone joints and white lines are the bones.

Different mechanisms are expected to contribute to the gen-
eration of the aerodynamic forces on a flapping wing. These
include the influence of various vortices, added-mass ef-
fects, flow acceleration in the free stream, and possibly, vis-
cous diffusion. The complex behavior of the lift and thrust
curves can therefore be fully understood by decomposing
the total force into these different contributions. Here, we
employ the Force partitioning method (FPM) [7] for this
purpose, and FPM decomposition of lift and thrust are also
shown in figure 2 and 3 respectively. The various terms in
FPM method applied to the pressure force on the wing in the
i direction are:

. (dUs .
/Bpn,-dS—f/Bn-<7¢,> das (D)
+/ V- (u-Vu) g dV @
Vr
+Rie ; (Vzu)-Vq)i av 3)
f
. (du
- [a- (E"’f) ds 4)

The FPM reveals that the high-frequency oscillations in the
lift and thrust are predominantly due to the added-mass ef-
fects (eq. 1) associated with the flutter of the membrane.
The changes in the vortex-induced forces (eq. 2) are rel-
atively smooth compared to the added-mass forces. The
viscous diffusion-induced forces (Eq. 3) and freestream
acceleration-induced forces (eq. 4) are negligible for this
case. FPM also allows us to identify the mechanism respon-
sible for generating lift or thrust in specific parts of the cy-
cle. As seen in figure 3, added-mass effects produce thrust
in the first quarter cycle followed by a vortex-induced thrust
in the second quarter. In the third quarter, both added-mass
and vortex-induced effects produce a net thrust. In the last
quarter, vortices only generate a drag force.
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Figure 3: FPM decomposition of thrust force

3 Conclusion

In this work, we presented a fluid-structure interaction
methodology for simulating bat-like flight with flexible
membrane wings. The method was used to simulate flows
around simple hovering membrane wing models and com-
plex bat-like flight models. Further, the force partitioning
method was used to dissect the complex fluid forces gener-
ated by the wing. Further details of the simulations and the
FPM analysis will be presented in our presentation at the
meeting.
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