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34 The arterial input function (AIF)—time-density curve (TDC) of
35 contrast at the coronary ostia—plays a central role in contrast
36 enhanced computed tomography angiography (CTA). This study
37 employs computational modeling in a patient-specific aorta to
38 investigate mixing and dispersion of contrast in the aortic arch
39 (AA) and to compare the TDCs in the coronary ostium and the
40 descending aorta. Here, we examine the validity of the use of
41 TDC in the descending aorta as a surrogate for the AIF. Compu-
42 tational fluid dynamics (CFD) was used to study hemodynamics
43 and contrast dispersion in a CTA-based patient model of the
44 aorta. Variations in TDC between the aortic root, through the AA
45 and at the descending aorta and the effect of flow patterns on con-
46 trast dispersion was studied via postprocessing of the results. Sim-
47 ulations showed complex unsteady patterns of contrast mixing
48 and dispersion in the AA that are driven by the pulsatile flow.
49 However, despite the relatively long intra-aortic distance between

50the coronary ostia and the descending aorta, the TDCs at these
51two locations were similar in terms of rise-time and up-slope, and
52the time lag between the two TDCs was 0.19 s. TDC in the
53descending aorta is an accurate analog of the AIF. Methods that
54use quantitative metrics such as rise-time and slope of the AIF to
55estimate coronary flowrate and myocardial ischemia can continue
56with the current practice of using the TDC at the descending aorta
57as a surrogate for the AIF. [DOI: 10.1115/1.4043076]
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621 Introduction

63Coronary computed tomography angiography (CTA) allows for
64noninvasive evaluation of coronary artery disease (CAD) and has
65proven to be a powerful tool for detection of this disease [1].
66However, to be able to detect and quantify obstructive CAD accu-
67rately, image quality plays a major role. Besides poor signal to
68noise, low-contrast intensity contributes to poor image quality.
69This may be caused by improper image acquisition timing or slow
70contrast injection [2]. Therefore, to acquire good quality images
71with clear contrast enhancement in coronary lumen, it is crucial to
72optimize contrast injection and image acquisition timing. In coro-
73nary CTA imaging, this gate keeping is done by detecting the
74arrival of the contrast bolus at the coronary ostium to determine
75the optimal time for triggering the image acquisition [3,4]. The
76arterial input function (AIF) refers to the time–density curve
77(TDC) of the contrast concentration measured in Hounsfield units
78(HUs) at the coronary ostium.
79In addition to optimizing image acquisition, AIF has been uti-
80lized in new methods for quantification of coronary blood flow
81[5–7]. For example, in transluminal attenuation flow encoding
82(TAFE) [6,7], the AIF up-slope at the coronary ostia is used to
83estimate coronary flow rates. However, it is quite difficult to
84directly acquire the TDC at the coronary ostia in coronary CTA
85and instead, the TDC at the descending aorta is used as a surrogate
86for the AIF. There are a number of factors that might generate dif-
87ferences in the two TDCs: (1) the two locations are separated
88along the aorta by a typical axial distance of about 20 cm and this
89would generate a finite time-lag between the TDCs at the two
90locations; (2) the flow in the ascending aorta is dominated by a
91complex transitional pulsatile jet [8,9] which is expected to affect
92the TDC at the coronary ostium; and (3) the significant curvature
93of the aortic arch and the three existing branches (left common
94carotid, left subclavian, and brachiocephalic artery) are expected
95to generate complex flow through the aortic arch [10]. These
96effects taken together could potentially generate significant differ-
97ences between the TDC at the coronary ostia (i.e., the AIF) and in
98the descending aorta.
99To our knowledge, no study to-date has examined or quantified

100the differences between the TDC at the aortic sinuses/coronary
101ostia and the descending aorta. The objective of this study is to
102use computational fluid dynamic (CFD) simulations in a patient-
103specific model of the aorta to investigate the validity of using the
104TDC at the descending aorta as a surrogate for the AIF at the coro-
105nary ostia. Here, we examine the effect of the complex hemody-
106namics through the aortic valve and aortic arch on the contrast
107dispersion and on the TDCs at these two locations.

1082 Methods

1092.1 Image Acquisition and Model Segmentation. The rep-
110resentative image series in this study was taken from a patient
111who had undergone a coronary artery bypass grafting procedure
112but had no aortic or aortic valve diseases. The image was acquired
113under an approved protocol with a retrospective ECG AQ5-gated acqui-
114sition protocol with the administration of 75 ml Iopamidol (Bracco
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115 Diagnostics, Monroe Township, NJ) at a 5 cc/ml rate using a
116 Toshiba 320 Aquilon One scanner (Toshiba Medical Systems Cor-
117 poration, Otawara, Japan).
118 The 3D model of the aorta was segmented from the CTA data-
119 set with a 0.351� 0.351� 0.5 mm voxel resolution. Segmentation
120 of aortic root as well as the ascending and proximal descending
121 aorta (Fig. 2) was performed using a dynamic region-growing
122 algorithm [11] at a thresholding level of 700 HU in Mimics
123 (Mimics, Materialize IncAQ6 .).

124 2.2 Aortic Valve Modeling and Motion. It is essential to
125 include a reasonably accurate model of the aortic valve in order to
126 generate realistic flow patterns in the aorta [12–15]. However,
127 none of the imaging modalities (Echo, CCTA or CMR) have
128 either the spatial or the temporal resolution required to adequately
129 resolve the motion of the valve leaflets. We, therefore, choose to
130 employ a kinematic model of the aortic valve with a prescribed
131 sinusoidal motion inspired by two previous numerical and experi-
132 mental [16,17] and in vivo [18] studies. The valve velocity chosen
133 in this study is a sinusoidal representation of what is reported in

134Bellhouse and Talbot [17]. In addition, the general motion of the
135valve prescribed in this study matches that of reported in Leyh
136et al. [18] with a faster opening and slower closure.
137Based on the above studies, the velocity and displacement of
138the leaflets is prescribed as follows: AQ7

vvalveðx; tÞ ¼ a tð Þ � bðx Þ (1a)

dvalve x; tð Þ ¼ c tð Þ � bðx Þ (1b)

139140where a(t) and c(t) describe the time variation of valve velocity
141and displacement in time, respectively, and are defined in
142Eqs. 2(a) and 2(b) and b xð Þ ¼ xopen � xclose is the valve motion
143described in space.

a tð Þ ¼
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Fig. 1 (a) Time variation of flow velocity into the aorta and the valve opening area and the conformation of
the valve leaflets during the cardiac cycle; (b) time variation of the valve compared with the velocity inflow pro-
file: the opening time of the valve is defined as the time it takes to raise to the peak velocity and the closing
phase is the time duration where the velocity drop beings in the inflow velocity until end systole; and (c) input
contrast concentration for cardiac cycles compared with the velocity inflow profile
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144145 where To and Tc are opening and closing times of the valve,
146 respectively, defined in Fig. 1(b). The resulting temporal variation
147 of the valve orifice area as well as the input flow velocity for this
148 study is shown in Fig. 1(a), where the opening time is chosen
149 based on the rise-time to the peak velocity and the closing time is
150 the remaining time from when velocity begins to drop to end of
151 systole.
152 The valve model is a “semipatient-specific” model where the
153 annulus of the aortic valve is extracted from the patient-specific
154 geometry and the open and closed configurations are created as
155 one continuous model based on the available literature [13,19]. In
156 addition, since the open and closed forms of the valves do not
157 have the same mesh topology, we perform a template-based sur-
158 face registration using the large deformation diffeomorphic metric
159 mapping method [20] (Fig. 1(a)).

1602.3 Computational Fluid Dynamic Model and Governing
161Equations. Although blood is strictly a non-Newtonian fluid and
162exhibits shear-thinning behavior, in large vessels such as the aorta,
163where the shear rate is high, it can be treated as a Newtonian fluid.
164In this study, the blood flow is modeled by the Navier–Stokes
165equations for a Newtonian, viscous, and incompressible flow:

@uj

@xj
¼ 0 (3a)

@ui

@t
þ
@ uiujð Þ
@xj

¼ 1

q
@p

@xi
þ � @

@xj

@ui

@xj
(3b)

166167where i; j ¼ 1; 2; and 3 are the coordinate directions, ui are the
168flow velocity components, p is the static pressure of the fluid, q is
169the fluid density and � is the fluid kinematic viscosity. The flow is
170solved via a previously implemented immersed boundary solver
171ViCar3D [21,22] that has been employed before in a number of
172hemodynamic modeling studies [23–26].
173In ViCar3D, the contrast concentration is treated as a scalar dis-
174persing through the flow and is modeled with an unsteady
175convection-diffusion equation as follows:
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@xj
uiCð Þ ¼ @

@xj
D
@C

@xj

� �
(4)

Fig. 2 (a) Immersed computational model where the gird is coarsened for visualization purposes, (b) the CFD ready
model of aorta including the simple inflow tube along with the valve inserted at the aortic orifice shown at end diastole,
(c) reference planes (S1–S11) used in the analysis of the simulation data, and (d) locations of ROIs used to determine the
TDCs at the coronary ostium (left) and the descending aorta (right). The circles in all three planes are the true size ROI in
which the contrast concentration was sampled.
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176177 where C is the contrast concentration and D is the coefficient of
178 molecular diffusivity . The advection-diffusion is then solved
179 implicitly in time using the Crank–Nicolson scheme for both the
180 convective and diffusion term and a central-finite difference
181 scheme is used is space resulting in second-order accuracy in both
182 time and space.
183 Following previous studies [27,28], the inflow velocity profile
184 (shown in Figs. 1(a) and 1(b) in red)AQ8 is taken from the preclinical
185 canine flow profile reported by Clark and Schultz [29]. However,
186 the peak velocity (0.98 m/s) and the heart-rate has been adjusted
187 to match the data reported in Gisvold and Brubakk [30] for
188 humans. For the contrast concentration we also followed previous
189 studies [6,7], and employed the following half cosine function to
190 model the incoming contrast concentration

Cositum tð Þ ¼ Cmin þ
1

2
Cmax � Cminð Þ 1� cos

p t� Tsð Þ
Td

� �� �
(5)

191192 where Cmin and Cmax are the minimum and maximum concentra-
193 tion at the ostium, Ts is the arrival time of the bolus, and Td is the
194 time delay between the arrival time of bolus and the time the volu-
195 metric image is scanned. Figure 1(c) shows the fitting of a typical
196 AIF curve obtained from a CT of a patient with the half-cosine
197 model. In the current simulations we employ a rise-time for the
198 bolus of five cycles, which is common for the CTA imaging pro-
199 cedure. At outflow boundaries (descending aorta, brachiocephalic,
200 L-subclavian, and common carotid arteries in Fig. 2(b)), a convec-
201 tive boundary condition for both the velocity and the contrast is
202 employed.
203 The kinematic viscosity of blood is chosen to be

� ¼ 4� 10�6 m2=s; the mean flow velocity at the aortic orifice
Umean ¼ 20:57 cm=s and the radius of the aortic inlet is
r ¼ 1:5 cm. The heart-rate is chosen to be 60 bpm and therefore,

204 the angular frequency is ¼ 1 Hz . The key nondimensional num-
205 bers that define the hemodynamics within the aortic arch are listed
206 in Table 1. The average Reynolds number (Re) for the present
207 model was approximately Re ¼ ð2Umeanr=�Þ ¼ 2960, which is in
208 line with the values reported in literature [31], while the
209 Womersely number was 2r

ffiffiffiffiffiffiffiffiffi
x=�

p
¼ 14:4. Interestingly, the diffu-

210 sivity (D) of the contrast agent in the blood is not well character-
211 ized and past studies have employed Schmidt numbers,

Sc ¼ �=D, ranging from 1 to 1000 [27,32]. In this study, we used
212 Sc¼ 1 but have found than increasing this value by even three
213 orders-of-magnitude does not have any noticeable effect on the
214 results. Finally, the starting time and time delay for the contrast
215 bolus are set to Ts¼ 0 (s) and Td ¼ 5 (s), respectively.
216 The aortic arch lumen used in this study is discretized with
217 223,990 triangular elements, while the aortic valve is discretized
218 with 14,734 elements. The entire model surface is immersed in
219 cuboidal domain of size 7.0 cm� 11.0 cm� 10.9 cm with a
220 256� 256� 256 (total of �16.8 �106 point) Cartesian grid
221 (Fig. 2(a)). One cycle of the simulation required 7400 CPU hours
222 on 256 processors on the Maryland Advanced Research Comput-
223 ing Center computer and we simulated a total of five cycles. This
224 grid has been chosen after a grid refinement where we increased

225the grid size by a factor of two (330� 330� 330) and compared
226the results for the first two cycles against the data from the base-
227line grid. The key quantities of interest at slices S1–S11
228(Fig. 2(c)) such as the mean flow rate and cross-sectional averaged
229contrast concentration were found to change by less than 5.0%
230and 4.4%, respectively. Given this, we considered the simulations
231on the baseline grid to be well converged. The time-step was
2321� 10�4 s which resulted in approximately 10,000 time steps
233per cardiac cycle and a Courant–Friedrichs–Lewy number of
234�0.32.

2352.4 Time-of-Flight. The time-of-flight refers to the time it
236takes for the particle to travel from the ascending to descending
237aorta. The CFD calculations allow us to estimate the time-of-
238flight C for a particle of contrast to move from the aortic root to
239the descending aorta as follows C1�11 ¼

P10
i¼1ðSiþ1 � SiÞ=

240ðð1� aÞUiþ1 þ aUiÞ, where Si is the axial distance of the ith plane
241along the aorta, Ui is the axial velocity on the corresponding plane
242that is used in this estimate of time-of-flight and a is defined as

a ¼ ðjSi j= Siþ1 � Sij jÞ.

2432.5 Time–Density Curves. The time–density curve in the
244descending aorta, CDAðtÞ, is determined by establishing a circular
245ROI on the plane (Fig. 2(d)) which is nearly in the same lateral
246plane as the coronary ostium and estimating the average contrast
247concentration in this ROI. Similarly, the time–density curve at the
248coronary ostium CCOðtÞ (i.e., the AIF) is determined by defining a
249similar size ROI in the left coronary sinus of the aortic root. The
250following error function is used to quantify the difference between
251the two TDC profiles: EðsÞ ¼ 1=Tbð Þ

Ð Tb

0
jCCOðtÞ � CDAðt� sÞjdt,

252where Tb is the time-to-peak of the bolus at the coronary ostium
253and s is the time delay between the two TDCs. The time-lag
254between the two TDCs can be determined as the value of s for
255which EðsÞ attains its minimum.

2563 Results

2573.1 Flow Patterns. Figure 3 shows streamlines in the aortic
258arch at three different time points of early systole, peak systole
259when the valves open completely, and late systole. During early
260systole, the strong recirculation of flow at the valve tips (location
261indicated by arrows) is visible, but the rest of the flow streamlines
262in the aorta indicate a smooth laminar flow. Figure 3(b) shows the
263flow patterns at peak systole. The large-scale vortex structures
264induced by the curvature of the aortic arch are quite evident.
265Figure 3(e) shows the time-averaged axial flow velocity ~UðSÞ at
266various cross-sectional planes. This plot shows that the velocity is
267highly nonuniform in each plane with narrow “streams” of high
268velocity.

2693.2 Time–Density Curves. Figure 4 shows TDCs at the
270level of coronary ostium and the descending aorta sampled at a
271very fine time-interval of 0.01 s that is allowed by the CFD sim-
272ulation. Current multidetector CT scanners such as the Aquilon-
273One typically monitor the bolus at sampling rates of 1–2 Hz.
274Figures 4(c) and 4(d) show the TDCs from the CFD simulation
275that has been down-sampled to time-intervals of 0.5 and 1 s.
276Figure 5(a) shows a plot of EðsÞ for the TDCs at the coronary
277ostium, and the descending aorta and the minimum for this
278curve is located at s ¼ 0.19 s. This indicates that the TDC at the
279descending aorta lags the TDC at the coronary ostium by 0.19 s
280(See Fig. 5(a)).

2813.3 Time-of-Flight. Figure 5(b) shows a plot of ~UðSÞ as well

282as ~U
maxðSÞ, the latter being the maximum time-averaged velocity

283on a given cross-sectional plane shown in Fig. 2(c). The transport

284time using both ~UðSÞ and ~U
maxðSÞ has been estimated and is

285found to be 0.55 s and 0.21 s, respectively.

Table 1 List of flow and contrast concentration parameter

Opening time (To) 0.12 (s)
Closing time (Tc) 0.42 (s)
Peak velocity (Vpeak) 0.98 (m/s)
Stroke volume 118.24 (ml)
Heart rate 60 (beats/min)
Reynolds No. (Re) 2960
Schmidt No. (Sc) 1
Womersely No. (Wo) 14.39
Bolus duration time (Td) 5 (s)
Bolus starting time (Ts) 0 (s)
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286 4 Discussion

287 The flow pattern through the aortic arch calculated in this study
288 is similar to that obtained in the computational study of Numata
289 et al. [33]. The streamline patterns at late systole shown in
290 Fig. 3(c) indicate a complex flow pattern in the entire ascending
291 and descending aorta and this is driven by the destabilizing effect
292 of the flow deceleration at this phase. The computed flow patterns
293 in Fig. 3 can also be qualitatively compared favorably with the
294 phase contrast MRI flow visualization in the aorta by in Markl
295 et al. [8] and in Hope et al. [9]
296 The results from our simulations indicate that other than a small
297 time-lag, the TDC’s at the coronary ostium and descending aorta
298 are very similar in shape and duration. The smaller than expected
299 time-lag between the two TDCs is shown to be a consequence of
300 the transport of contrast in the aortic arch by localized, high-
301 velocity flow currents. This provides quantitative support for the
302 current practice of using the TDC at the descending aorta as a sur-
303 rogate for the AIF at the coronary ostium.
304 There is relatively minor qualitative difference between the
305 TDCs at the coronary ostium and the descending aorta (Fig. 4(b)).
306 These differences become even smaller when the TDCs are

307down-sampled at rates that are typical of cardiac CT protocols
308(Figs. 4(c) and 4(d)). The down-sampled TDC is also similar to
309what is observed clinically (Fig. 4(a)) where the effect of flow
310pulsatility in the aorta is much less apparent in TDC.
311The small time-lag between the AIF at the coronary ostium and
312TDC in the descending aorta is rather surprising. This is given
313that the average velocity of the flow entering the aorta is about
31418 cm/s (Fig. 1) and the approximate axial distance between the
315two planes where the TDCs are measured is about 16 cm. If the
316contrast is traveling at this average velocity, then the time-lag
317between the two TDCs should be about (16 cm)/(18 cm/s)¼
3180.88 s. This simple analysis, however, makes a number of assump-
319tions including that the flow profile is uniform across the cross
320section, the cross-sectional area is constant along the aorta and
321that unsteady effects can be neglected. From the view point of car-
322diac CT, this observed behavior is intriguing and the current simu-
323lations enable us to explain this observation. The observation that
324the time-lag between the two TDCs of 0.19 s is very close to the
325time-of-flight of 0.21 s estimated from the time-averaged sectional
326maximum velocities and significantly smaller than the time-of-
327flight of 0.55 s estimated from the time and section-averaged
328velocities, is a clear indication that the localized streams of high

Fig. 3 Streamlines through the aortic arch colored by velocity magnitude at three different stages during with the
arrows pointing toward the valve tips (a) early systole at t 5 1.06 s, (b) mid systole at t 5 1.12 s, and (c) late systole at
t 5 1.33 s. The stages are indicated in (d), and (e) two views of the contours of time-averaged axial velocity at selected
cross sections.
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Fig. 4 (a) A representative example of the TDC at the descending aorta measured during CTA that is used as a
surrogate for the contrast bolus in the coronary ostium, (b) time profile of normalized cross-sectional averaged
contrast concentration at the coronary ostium and the descending aorta at high temporal resolution of
Dt 5 0:01 s: Sampled TDCs with lower temporal resolutions of, (c) Dt 5 0:5 s, and (d) Dt 5 1 s. The green line repre-
sents the inlet contrast concentration profile labeled as Cin. Note, there is no major difference in the two AIF’s at
ascending (dashed line) and descending (solid line)AQ15 aorta.

Fig. 5 (a) Mean error between the two AIF curves at the coronary ostium and the descending aorta and (b)
time-averaged axial velocity along the aorta; sectional mean velocity (green) and sectional maximum (red) on
the 11 axial slices shown in Fig. 2(b)
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329 velocity flow that persist through the aortic arch, transport the
330 contrast between the two locations much faster than would be sug-
331 gested by the average velocity field.
332 The fact that the time-lag between the two TDCs is only 0.19 s,
333 or 1/5th of the cardiac cycle, has important implications for meth-
334 ods that exploit AIF information. First, this time-lag is quite small,
335 even negligible compared to the rise time of contrast in the coro-
336 nary ostium, which ranges from about 5 to 10 s. Thus, any error in
337 determining AIF rise time or upslope from the TDC at the
338 descending aorta would be quite small. In fact, as has been shown
339 earlier in this paper, the difference between these two TDCs is fur-
340 ther masked by the relatively low sampling rate that is typical for
341 bolus tracking in multidetector CT imaging. Interestingly, the
342 time-lag between the two TDC is also smaller than the time-of-
343 flight of flow through the major coronary vessels, which is on the
344 order of 0.5 s [34]. For methods such as TAFE that combines up-
345 slope estimates with transluminal contrast gradients, this rela-
346 tively small time-lag between the two TDCs also limits the errors
347 associated with the use of the TDC at the descending aorta as a
348 surrogate for the AIF.
349 A novelty of this work is that by obtaining the TDC’s from the
350 CFD, we overcome the technical limitations of CT imaging
351 acquisitions such as locating the ROI and calculating the TDC’s at
352 any point in the ascending aorta, aortic arch and/or descending
353 aorta. Our study indicates that the use of the TDC in the descend-
354 ing aorta as a surrogate for the AIF in methods such as TAFE may
355 be reasonable. In addition, we have shown that the time-lag
356 between the peaks of TDC is 0.19 s where information such as
357 this could help improve the optimization of image acquisition.
358 Beyond coronary CT angiography, the current results could find
359 use in patients with aortic anomalies or conditions such as aortic
360 dissection. Finally, a better understanding of TDCs in the aorta
361 offered by this study could be utilized to improve calibration of
362 contrast dosing protocols for patients.
363 Limitations: Although the simulation in the present proof-of-
364 concept study incorporated many anatomical and physiological
365 features of the aorta, some limitations remain. For example, blood
366 was modeled as a non-Newtonian fluid and higher shear rate dur-
367 ing systole, at the ascending aorta may have an effect on the
368 hemodynamics. In this study, we used a simple prescribed valve
369 motion and the fluid–solid interaction between the blood flow and
370 valves are not modeled here. In addition, the aorta has been mod-
371 eled as a stationary, nondeformable boundary and any effects of
372 the dilation and movement of the aorta during the cardiac cycle on
373 flow and contrast dispersion are ignored. This study focused on
374 one inflow waveform, but we do expect that changes in peak flow
375 rates and heart rate will affect the time-lag between the two
376 TDCs. Given the highly nonlinear nature of flow development, it
377 is difficult to speculate on these effects.

378 5 Conclusions

379 Hemodynamics and contrast dispersion in a physiologically
380 realistic model of the aorta derived from CTA imaging has been
381 investigated using CFD. The key conclusion of this study is that
382 the TDCs at the coronary ostium (i.e., the AIF) and the descending
383 aorta have very similar profiles and the time-lag between the two
384 TDCs is a small fraction of the contrast rise time. This short time-
385 lag is a result of the generation of spatially localized high-speed
386 streams in the flow that accelerate the convection of contrast
387 through the aortic arch. This study indicates that the use of the
388 TDC at the descending aorta as a surrogate for the coronary AIF
389 in computed tomography angiography is reasonable.
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