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Computational Methodology for Large-Eddy
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A large-eddy-simulation-based � ow solver that combines an immersed-boundary technique with a curvilinear
structured grid has been developed to study the temporal and spatial dynamics of an incompressible rotor-tip-
clearance � ow. The overall objective of these simulations is to determine the underlying mechanisms for low-
pressure � uctuations downstream of the rotor near the end wall. Salient features of the numerical methodology,
includingthe mesh topology,the immersed boundarymethod, the treatment ofnumerical instability for nondissipa-
tive schemes on highly skewed meshes, and the parallelization of the code for shared memory computer platforms,
are discussed. The computationalapproach is shown to be capable of capturing the evolution of the highly compli-
cated � ow� eld characterized by the interaction of distinct blade-associated vortical structures with the turbulent
end-wall boundary layer. Simulationresults are compared with experiments, and qualitativeas well as quantitative
agreement is observed.

Nomenclature
C = chord length
Ca = axial chord length
c = Smagorinsky coef� cient
fi = xi component of body force
p = pressure
Re = Reynolds number
Si j = strain rate tensor
Sr = Strouhal number
T = averaging timescale
t = time
U = time-averaged streamwise velocity
Umax = time-averaged local maximum streamwise velocity
U1 = in� ow freestream velocity
u = streamwise velocity
u i = xi component of velocity
Vbelt = moving end-wall velocity
v = cross-streamvelocity
w = vertical velocity
x = streamwise coordinate
xi = Cartesian coordinates
y = cross-streamcoordinate
z = vertical coordinate
1 = grid spacing
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½ = density
¿i j = subgrid-scale stress tensor

Superscripts

- = � ltered quantity

O = test-� ltered quantity
+ = quantity in wall-unit
0 = � uctuation component

I. Introduction

T HE existence of tip clearance between the rotor blade and cas-
ing wall is a major source of performance deterioration for

axial turbomachines. In a transonic compressor, the interaction be-
tween the passage shock and the tip-leakage vortex is implicated
in degradation of ef� ciency as well as noise generation.1 Also, the
tip clearance is responsible for a signi� cant portion of performance
losses in turbines, and the blade tip is known to be susceptible to
damage from excessive thermal loading.2 These issues have moti-
vated a number of experimental and computational investigations
of the tip-leakage � ow con� guration.1¡15

For liquid handling systems like axial pumps and ducted pro-
pellers (Fig. 1), the rotor tip clearance is also considered to be the
cause for low-pressure � uctuations downstream of the rotor in the
vicinityof the end wall. Experimental studies of the incompressible
rotor-tip-clearance � ow3¡5 indicate that the low-pressure � uctua-
tions can result from the turbulenceassociated with the tip-leakage
vortex. Pressure measurements of Kang and Hirsch6;7 show that
the tip-leakagevortex dominates much of the end-wall � ow region.
The formation and size of the tip-leakage vortex is also known to
be highly dependent on the size of the tip gap.5 An incompressible
compressor cascade studied by Storer and Cumpsty8 with different
tip-gap sizes showed that for smaller tip gaps (less than 1% of the
chord) there was no clear indicationof a tip-leakagevortex,whereas
for tip gaps greater than 2% of the chord a tip-leakagevortex formed
on the suction side of the blade.

Recently, Muthanna,9;10 Wang,11 and Kuhl12 have made detailed
measurements of the � ow� eld downstream of rotor blades in a
low-speed linear compressor cascade employing stationary and
moving end walls. One of the objectives in these studies was to
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Fig. 1 Example of a ducted propeller with tip clearance.

examine the effect of the relative motion between the rotor blade
tip and the casing on the tip-leakage � ow. The results showed
signi� cant differences in the formation and the evolution of tip-
leakage � ows between the moving and stationary end-wall experi-
ments. In the stationary end-wall case, Khorrami et al.13 and Shin14

have performed Reynolds-averaged Navier–Stokes (RANS) simu-
lations and have shown reasonable predictions of mean velocity
and pressure.

Althoughthese and other experimentsand numericalstudieshave
provided useful information regarding the rotor-tip-clearance� ow,
signi� cant gaps still exist in our knowledge of the dynamics of the
tip-clearance � ow as well as the resulting cavitation-inducinglow-
pressure � uctuations. This is primarily because of the dif� culty in
making detailed measurements in the vicinity of a moving blade
or end-wall casing as well as in simultaneouslymeasuring velocity,
vorticity,andpressure.To understandthemechanismsforcavitation,
it is necessaryto study the detailedturbulencedynamics in the rotor-
blade wake and the clearance region between the rotor tip and the
endwall casing.Given the highly unsteadynatureof the � ow and the
need to resolve a range of important � ow structures, computational
approachesbased on the RANS equations are not ideally suited for
a detailed analysis of this � ow. In addition to this, time-accurate
simulations of the tip-clearance con� gurations have been dif� cult
because of the geometric complexity, which often leads to highly
skewed, large-aspect-ratio meshes and very small computational
time steps, and, therefore, have been tackled by a special mesh
topology1;2;13;15 or by an unstructuredmesh approach.14

In the present study, we have used large-eddy simulation (LES)
to simulate and study this � ow. LES is especially suited for this
type of � ow because the Reynolds numbers, typically of O.105/,
are relatively low, which brings these � ows within the reach of this
modelingapproach.Furthermore,LES providesdetailed spatial and
temporal information regarding a wide range of turbulence scales,
which is preciselywhat is needed to gain better insight into the � ow
physics of this con� guration.

The LES � ow solverthathasbeendevelopedfor thesesimulations
is fully three-dimensionalwith no statistically homogeneousdirec-
tions and employs an immersed-boundary method in combination
with a structured, curvilinear mesh topology to facilitate boundary
condition application in the tip-gap region. This � ow solver is used
to simulate the experimental con� guration of Wang11 for a linear
compressor cascade with a moving end wall. Despite the seeming
simplicity of the chosen con� guration, these are some of the most
complex and ambitious large-eddy simulations attempted to date;
each simulation requires a grid with O.107/ points and O.105/ time
steps, which translate to O.105/ single-processor CPU hours on
SGI Origin 3800 per simulation. In addition, each simulation re-
quires over 10GB of memory and over a Terabyte of disk space.
Therefore, these simulations are feasible only on large-scale par-
allel computers. In this paper, we describe in detail the numerical
and computationalaspects of the LES � ow solver developedfor the
tip-clearance� ow, followed by a brief discussionof results from the
simulation in comparison with the experimental measurements of
Wang.11 A more systematic analysisof the spatial-temporaldynam-
ics of the � ow and pressure � elds and their implication to cavitation
inception will be presented in a future publication.

II. Numerical Methodology
A. Numerical Method

The numerical method is based on the generalized-coordinate
Navier–Stokes solveroriginallydevelopedby Choi et al.,16 with sig-
ni� cantenhancementsto treat the specialdif� cultiesassociatedwith
the tip-clearance � ow. The spatially � ltered Navier–Stokes equa-
tions for resolved scales in LES are as follows:
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where ¿i j is the subgrid-scale (SGS) stress tensor. All of the coor-
dinate variables, velocity components, and pressure are nondimen-
sionalized by the total chord C , the in� ow freestream velocity U1 ,
and ½U 2

1, respectively.The time is normalizedby C=U1. The gov-
erning equations (1) and (2) are rewritten in a conservative form
in generalized coordinates. The dependent variables in the trans-
formed Navier–Stokes equations are volume � uxes across the faces
of the cells, which are equivalent to using the contravariant veloc-
ity components on a staggered grid multiplied by the Jacobian of
the coordinate transformation. With this choice of variables, the
discretized mass conservation can be easily satis� ed. The terms
in the transformed equations are described in detail in Ref. 16.
The key feature of the numerical method is the use of a nondis-
sipative, central-differencespatial discretizationscheme, which has
been demonstrated to be crucial for retaining the accuracy and pre-
dictive capability of the LES approach.17;18

The SGS stress tensor ¿i j is modeled by a Smagorinsky-type
eddy-viscositymodel:

¿i j ¡ 1
3 ±i j ¿i j D ¡2c12j NSj NSi j (3)

Given that the tip-clearance � ow is fully three-dimensional with
no homogeneousdirections, the Lagrangian dynamic SGS model19

is employed in order to compute Smagorinsky coef� cient c. The
Lagrangian dynamic model averages the model coef� cient along
the � ow-pathlines and therefore does not require a homogeneous
direction.20 The equation for computing the coef� cient is

c2.x; t/ D 8LM=8MM (4)

where
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The identities L i j , Mi j , and z are de� ned with velocity components
u i , grid spacing 1, and strain-rate tensor Si j as in the following:

L i j D Nu i Nu j ¡ Nui Nu j (7)

Mi j D 212.j NSj NSi j ¡ 4j NSj NSi j / (8)

z.t 0/ D x ¡
t

t 0
Nu[z.t 00/; t 00] dt 00 (9)

The integration method used to solve the transformed governing
equations is based on a fully implicit fractional step method, which
avoids the severe time-step restriction that would occur in the
tip-clearance region. All terms including cross-derivativediffusion
terms are advanced using the Crank–Nicolson method in time and
are discretized by the second-order central difference in space. A
Newton iterative method is used to solve the discretized nonlinear
equations.
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Fig. 2 Parallel performance of the solver on a SGI Origin 2000 plat-
form: ——, linear speedup and · , actual speedups obtained from three
test runs at different times.

Fig. 3 Flow con� guration and coordinate system for LES of rotor-tip-
clearance � ow.

Because the solution of the Poisson solver is the most expensive
part of computationin this fully three-dimensional� ow, it is crucial
to employ a method that exhibits fast convergence as well as high
parallel ef� ciency. In the current simulations, we employ a highly
ef� cient multigrid procedure, which is also appropriate for paral-
lelization.By experimentingwith varioussolutionmethods,we have
found that a combination of the line and red-black Gauss–Seidel
multigrid method provides the most ef� cient solution procedure.

The entire code has been parallelized using multiprocessing di-
rectives (OpenMP) for shared memory platforms like SGI Ori-
gin 2000/3800 and Compaq GS320. Signi� cant effort has been
put into optimizing the parallel performance by utilizing cache-
management strategies and minimizing data dependency. Figure 2
shows the speedup achieved for simulation of turbulent duct � ow
on a 256 £ 256 £ 256 grid with up to 64 processors of SGI Origin
2000. The speedup factor S is de� ned by the ratio of the wall-clock
time T1 from a unit CPU to the wall-clock time TN achieved using
N-CPUs (S D T1=TN ). Although comparable speedups have been
observed in other shared memory platforms that have larger local
memories, the present speedup might be biased by the inef� ciency
of nonuniform memory access when small number of processors
are used. The solid line represents linear speedup,and symbols rep-
resent actual speedups obtained from the three different test runs at
different times. The code achieves close to linear speedup thereby
indicating nearly optimal parallel ef� ciency.

B. Flow Con� guration
The � ow con� guration is schematically shown in Fig. 3 along

with coordinate de� nition. The present study is focused on a lin-
ear cascade matching the experimental setup of Wang.11 The ro-
tor blade has a small tip clearance with the end wall, as shown
in Fig. 4. The computational domain is of size L x £ L y £ L z D
1:6C £ 0:929C £ 0:5C , where C is the chord length.

The full computational domain and grid distribution in a plane
perpendicular to the blade (parallel to the end wall) are shown
in Fig. 5a. The third direction is Cartesian with nonuniform grid

Fig. 4 Computationaldomain and Cartesian mesh distribution on the
blade in the x ¡¡ z direction ( 1

2 lines plotted).

Fig. 5a Full computational domain and curvilinear mesh in the x–y
plane used in conjunction with immersed boundary method for tip-
clearance � ow ( 1

6 lines plotted).

Fig. 5b Close-up view of the mesh near leading edge.

Fig. 5c Close-up view of the mesh near trailing edge.
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distribution(Fig. 4). The rotor is placed near the in� ow station so as
to leave an adequate region for analysis of downstream turbulence.
The simulation is performed in a frame of reference attached to the
rotor, with a moving end wall mimicking the moving belt in the
experiment.11

Periodic boundary conditions used along the y direction allow
us to mimic the � ow in the interior of the cascade. The y direction
domain size L y D 0:929C as in the experiment. A simpli� cation is
made by terminating the blade span to one-half chord length and
imposing inviscid � ow boundary conditions on that boundary:

@u

@z
D @v

@z
D w D 0 at z D 0:5C (10)

This is justi� ed by observing that the root vortex at the hub does not
play any signi� cant role in the convected low-pressure � uctuations,
which are found near the end walls. In Wang’s experiment,11 the
tip-leakage vortex extends to about one-quarter of a chord length
from the end wall. The in� ow turbulent boundary-layer data are
provided using the method of Lund et al.,21 modi� ed to account
for the fact that the mean � ow direction is not perpendicular to the
in� ow/out� ow plane.No-slipboundaryconditionsare appliedalong
the rotor blade and moving end wall:

u D w D 0; v D Vbelt at z D 0 (11)

and the convective boundary condition

@ui
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is applied at the exit boundary, where the convection speed Uc is
set equal to the mean streamwise velocity integrated across the exit
plane. The blade has a relatively high stagger angle of about 57 deg
(see Fig. 5). This high stagger angle necessitates a highly skewed
mesh and requires � ne control of mesh parameters such as the grid
stretching ratio and cell aspect ratio. The size of the tip clearance
is 1.6% of the total chord, and the blade pitch is 0.9 chord. The
Reynolds number of this � ow is 4 £ 105 based on the chord and
in� ow freestream velocity, and the in� ow turbulent boundary layer
has a Reynolds number of 780 based on the momentum thickness.

C. Mesh Topology and Immersed Boundary Method
The presenceof the tip-clearanceregionbetween the rotor tip and

the end wall poses a considerable challenge for the grid topology
and resolution,and this factorhas in fact been a major obstacle to the
accurate prediction of this � ow. Commonly used mesh topologies
are the multizone mesh, which combines H- and O-type meshes
(e.g., Refs. 1, 2, and 13), and the embedded H-type mesh (e.g.,
Ref. 15). However, the zonal mesh and the embedded H mesh have
signi� cant drawbacks for use in LES. This is so because the interpo-
lation procedures in multizone meshes and the convergence of the
longitudinal grid lines in the leading- and trailing-edge regions in
embedded H-type meshes lead to high aspect and stretching ratios,
which are inappropriatefor nondissipative,energy-conservativenu-
merical schemes.18;22;23

In recent years, the immersed boundarymethod24 has emerged as
a � exible and ef� cient tool for treating boundaryconditionsin com-
plex geometries or even in moving geometries. With this approach,
the simulations can be carried out on a simple grid (Figs. 5b and 5c
for grid assignmentsnear leading and trailing edges in tip-clearance
con� guration), and boundary conditions are assigned by applying
body forces to the momentum equations to mimic the effect of the
boundary:
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Figure 6 shows an example of body force assignment. Applying
a linear or bilinear interpolation technique to point C of outside

Table 1 Comparison of the results from the present immersed
boundary method with 321 ££ 321 mesh, body-� tted mesh

simulation with 641 ££ 241 mesh,25 and experiment26

Investigation Re Ca
D Cb

L 0 Sr

Present 60 1.40 0.134 0.136
100 1.33 0.330 0.166
160 1.31 0.560 0.188

Park et al.25 60 1.39 0.134 0.136
100 1.33 0.320 0.165
160 1.32 0.550 0.188

Williamson26 100 —— —— 0.164

aDrag coef� cient. bLift coef� cient.

Fig. 6 Example of body forcing in the immersed boundary. A body
force is assigned to point A using velocity ¹uk;l, which is extrapolated
from the velocities at B (¹uB) and C (¹uk;l + 1).

velocity, Nuk;l C 1 , and to B of boundary velocity (e.g., zero in Fig. 6),
the velocity inside of the boundary at A, Nuk;l is estimated. Using
this estimation and Eq. (13), the desired body force at the point is
obtained.

The implementationof this immersed boundarymethod has been
validated in a number of canonical � ow problems. For example,
Table 1 shows a comparison among the present simulation with
immersed boundary method, simulation on body-� tted mesh,25 and
experiment26 in the case of � ow over a circular cylinder at low
Reynolds numbers.

Although a Cartesian mesh is preferred because of the simplicity
and ef� ciency of the solver, the need to resolve the thin turbulent
boundary layers at high Reynolds numbers can lead to a very large
mesh size if a Cartesian mesh is used. To overcome the preceding
dif� culty, a novel approach,which combines the immersed bound-
ary technique with a structured grid in generalized curvilinear co-
ordinates, is employed to treat the tip-gap region. The advantageof
using a curvilinear mesh is that we can generate grid lines almost
parallel to the blade surface, as demonstrated in Fig. 5. This ensures
an adequate resolution of the boundary layers and allows periodic
boundary conditions to be applied on the curved upper and lower
boundaries. The immersed boundary method when used with the
curvilinear mesh obviates a complex mesh topology and allows us
to use a simple single-blockmesh.

D. Grid Skewness and Numerical Stability
The largebladeangle coupledwith the need to havea periodicgrid

in the cross-stream direction leads to a mesh that is highly skewed
over the blade surface. For such mesh topologies, nondissipative
schemes, such as the one employed here, tend to exhibit highly
enhanced dispersive error, which can affect the quality of computed
results and sometimes even lead to numerical instability. This was
our experiencewith preliminary simulation in this con� guration as
well as simulation of � ow through a low-pressure turbine.22;27

It is well known that numerical instability for nondissipative
schemes is often caused by the high local Peclet numbers, large
mesh stretching ratio, large mesh aspect ratio, and mesh unsmooth-
ness. Among these, the effect of mesh skewness is the least under-
stood. In the current study, extensive tests have been carried out in
order to examine various aspects related to grid skewness. A test
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of various formulationsof the nonlinearconvection terms indicated
that with a highly skewed mesh the divergenceand skew-symmetric
forms lead to superior stability characteristics as compared to the
rotational form.22

In addition to this, truncation error analysis indicates that a
central-differencediscretizationof the Navier–Stokes equations on
a highlyskewedand stretchedmesh leads to spuriousnegativediffu-
sion terms in themodi� ed equation.However,a quantitativeanalysis
using modi� ed wave numbers shows that the increase of numerical
errors is not signi� cant up to quite a large skewness angle, which is
larger than that present in the presentstudy.Furthermore, it has been
found that the mesh skewness does not alter the order of accuracy
but does degrade the stability of explicit time-integrationschemes.
Thus, fully implicit time-integrationmethods are more appropriate
for such grids. Further details regarding the analysis will be pre-
sented in a separate paper. Although grid skewness is controlled
by the geometry of the blade, its negative effect can further be al-
leviated through careful control of the grid stretching ratio. In the
current simulation, we therefore use meshes where the grid stretch-
ing ratio in both directions is kept small. This leads to an increase
in the mesh size and consequently the computational resources.

Grid skewness related problems are usually not observed in con-
junctionwith numerical schemes that employ numericaldissipation
(either through upwinding, explicit addition of arti� cial dissipa-
tion, or through the use of stabilizers). However, unless carefully
controlled, numerical dissipation can also overcome the SGS con-
tribution, thereby reducing the accuracy and predictive capability
of the LES approach. Furthermore, as shown by Gresho and Lee,28

dissipative schemes do not provide any obvious warning of lack
of resolution,whereas this is usually quite clear with nondissipative
schemes becauseof the appearanceof the so called “2-delta”waves.
For these reasons, we strongly advocate the use of the nondissipa-
tive schemes for these types of computationsdespite the increase in
computational resources that usually accompanies the use of these
schemes.

III. LES of Tip-Clearance Flow
The newly developed solver is used to analyze the three-

dimensional � ow structures in the tip-clearance region and the
dynamic interactions of the tip-leakage vortex with the end-
wall turbulent boundary layer. The mesh size used for the
present simulation is 449 £ 351 £ 129 (x £ y £ z). The grid
spacings based on the chord in the streamwise, transverse,
and spanwise directions are 9:9 £ 10¡4 · 1x=C · 1:4 £ 10¡2,
9:8 £ 10¡4 · 1y=C · 6:5 £ 10¡3 , and 4:6 £ 10¡4 · 1z=C · 1:2 £
10¡2, respectively. In wall units, the blade-surface resolution in the
region of primary interest is within the range 1xC · 50, 1yC · 3,
and 1zC · 30. (1zC increasesup to 90 far from the tip-gap region.)
A total of 36 mesh points are allocatedacross the tip-gapregion,and
this gives a normalized spanwise spacing of 1z=C D 4:6 £ 10¡4

or 0:3 · 1zC · 2:1. The end-wall resolutionin the tangentialdirec-
tions is 1:8 · 1xC · 95 and 1:2 · 1yC · 100. Prior to this simula-
tion, coarsergrid simulationshad been carriedout22 to determinethe
resolution requirements, and the � nal � ne mesh was subsequently
constructed using this information. Because full investigation re-
garding grid resolution is virtually impossible with current com-
putational resources available, simulations of a three-dimensional
cascade without tip gap, which are less expensive than the present
simulation, were performed with re� ned meshes in all three direc-
tions, and it was con� rmed that results were relatively insensitive
to the grid resolution. Figures 7 and 8 are examples of the study,
which show reasonable robustness of the mean velocity u1=U1,
with respect to the grid resolution.

The simulation is advanced in time with maximum Courant–
Friedrichs–Lewy (CFL) number equal to 4, which corresponds to
1tU1=C ¼ 0:73 £ 10¡3 , and each time step requires a wall clock
time of about900 s when 32 CPUs of SGI Origin 3800are used.The
present results are obtained by integrating the governing equations
over an interval of about 11C=U1 .

In the experiments,9¡11 hot-wire measurements were made at
four planes downstream of the blade trailing edge (two of which

a)

b)

Fig. 7 Contour plots of mean velocity u1/U1 in a linear cas-
cade without tip gap: a) 449 ££ 351 ££ 8 mesh (¢z/C = 0:007); and
b)897 ££ 701 ££ 16mesh (¢z/C = 0:0035).Contourlevels are from¡0:02
to 0:52 by 0.03, and negative values are dashed.

Fig. 8 Mean velocity u1 /U1 pro� les on the suction surface: ——,
897 ££ 701 ££ 16 mesh and - - - -, 449 ££ 351 ££ 8 mesh.

are shown in Fig. 9) in order to quantify the mean and turbulence
characteristicsof the end-wall tip-leakage� ow. To validateour LES
computations,we havemade qualitativeas well as quantitativecom-
parisons with the experimental data on these planes.

Figure 10 shows a visualization of an averaged � ow� eld using
the ¸2-vortex techniqueof Jeong and Hussain.29 The averagingtime
is 5C=U1, which gives us a reasonableview of the vortex topology
associatedwith tip-leakage� ow. The overall � ow structuresmainly
consist of three distinctvortical regions.The vortical structures in A
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Fig. 9 Measurement planes where comparisons are made between
present LES and experiment.11

Fig. 10 The ¸2 isosurfaces from partiallyaveraged � ow� eld: A, B, and
C represent distinct vortical regions.

Fig. 11 Contour plot of mean
spanwisevelocityat z/Ca = 0:0183.
16 contour levels are plotted from
¡0.15 to 0.15,and negativevalues
are dashed.

are generatednear the leading edge and rotate in the directionoppo-
site to the tip-leakagevortex in B. Small-scale vorticalstructuresare
abundant in the trailing-edge end-wall region C and are generated
by the interaction between the tip-separation vortices and the tip-
leakagevortex from the neighboringblade. Induced or passage vor-
tical structures in region A of Fig. 10 along with tip-leakagevortex
are more clearly observed in Fig. 11, where we plot the mean span-
wise velocity contours in the x–y plane at z=Ca D 0:0183. Similar
observationshave been reportedin experiments.9¡11 These complex
vortical � ows clearly affect the pressure distributionson both sides
of rotor blade. As seen in Fig. 12, losses in pressure rise are notice-

Fig. 12 Pressure distributions on the blade surface. Upper and lower
lines and circles are from suction and pressure surfaces, respectively;
——, LES at z/Ca = 0:916;– – –, LES at z/Ca = 0:03; and · , experiment10

at z/Ca = 0:916.

Fig. 13 Mean velocity pro� les in the rotor-blade wake. Lines are from
the present LES, and symbols are from the experiment9: ——, · ,
x/Ca = 1:366; – – –, ¥, x/Ca = 2:062; and . . . . , N, x/Ca = 2:74.

able near the end wall. The pressure distribution far from the end
wall is generallycomparablewith that of experimentwith stationary
end wall10 and indicatesthat the currentmesh topologyis capableof
resolving the gross features of the � ow. Marginal grid resolutionon
the blade boundary layer, especiallynear leading and trailing edges,
might be responsible for the discrepanciesobserved in the pressure
distribution in these regions.

The wake pro� les, which are obtained at z=Ca D 1 in the present
LES and in the experiment with a stationary end wall,9 are plotted
in Fig. 13 in terms of the mean streamwise velocity. Here Ca is
the axial chord length by which the locationsare normalized.These
wake pro� les and the velocity contoursin the subsequent� gures are
normalized by the local maximum velocity in the plane to account
for any mass leakage in the experiments.9¡11;13 As seen in Fig. 13,
the wake location is captured correctly by the LES in all of the
measurement planes. The wider wake predicted by LES, which is
also evident in Figs. 14–17, is most likely caused by the dispersive
numericalerrors inherent in the central-differencescheme. Discrep-
ancies in velocity magnitudes, particularlyon the pressure side, are
also observed in the three downstream locations.

Figures 14 and 15 represent the streamwise velocity contours
from the presentLES and experiment11 at x=Ca D 1:51 and 2:74, re-
spectively,as seen by anobserverlookingupstream(see Fig. 9). Ver-
ticalbundlesof themeanstreamwisevelocitycontoursarepresentin
the wakes of rotorblades,and the tip-leakagevorticesare foundnear
the end wall in both the presentLES and the experiment.Compared
with the experimental � ndings, the tip-leakage vortex predicted by
the LES is reasonablein size and location.An additionalsimulation
con� gured with a double spanwise domain size (i.e., L z D C) has
also been carried out to investigate the domain size effect on the
computed tip-leakagevortex. In Figs. 14a and 14b, we compare the



YOU ET AL. 277

a)

b)

c)

Fig. 14 Contour plots of mean streamwise velocity normalized by
the local maximum velocity at x/Ca = 1:51: a) present LES, half-span;
b) present LES, full span; and c) experiment.11 Contour levels are from
0.5 to 0.98 by 0.03.

a)

b)

Fig. 15 Contour plots of mean streamwise velocity normalized by
the local maximum velocity at x/Ca = 2:74: a) present LES and
b) experiment.11 Contour levels are from 0.6 to 0.978 by 0.027.

a)

b)

Fig. 16 Contour plots of u0u0 at x/Ca = 1:51: a) present LES and
b) experiment.11 Contour levels are from 0.001 to 0.0095 by 0.0005.

a)

b)

Fig. 17 Contour plots of u0v0 at x/Ca = 1:51: a) present LES and
b) experiment.11 Contour levels are from ¡0:003 to 0:003 by 0.0003,
and negative values are dashed.

a)

b)

Fig. 18 Pressure contours in the tip-gap region (z/Ca = 0:008): a) in-
stantaneous and b) time-averaged. Contour levels are from ¡0:35 to
0:18 by 0.03, and negative values are dashed.
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a) b) c)

Fig. 19 Energy spectra as a function of frequency in the tip-leakage region at x/Ca = 1:51, y/Ca = 1:4, and z/Ca = 0:1: a) Euu, b) Evv , and c) Eww , with
——, LES; · , experiment11; and – – –, ¡ 5

3 slope.

computed tip-leakagevortex at the downstream plane for these two
simulations and note that the difference are quite minimal. Thus,
in contrast to Shin’s RANS study of a stationary end-wall case,14

which generates a stronger and bigger tip-leakage vortex, a span-
wise domain size of L z D 0:5C seems to be adequate in the case of
a moving end wall.

The correspondingReynolds stresses also appear reasonable rel-
ative to experimentalmeasurements.As seen in Figs. 16 and 17, the
tip-leakagevortex is the main source of turbulencegenerationin the
downstream � ow� eld and results in low-pressure � uctuations near
the end-wall region. The discrepancy between the computed and
experimental turbulence intensity levels is most likely caused by
the sampling time over which statistics are accumulated.Obtaining
adequate statistical samples for these fully inhomogeneous � ows
remains a challenge for these computer-intensivesimulations.

Figure 18 shows the instantaneous and time-averaged pres-
sure contours in an x – y plane very close to the moving endwall
(z D 0:008Ca ). The spatial variations of the negative pressure rel-
ative to the mean values appear to be highly correlated with the
tip-leakage � ow. These results indicate that a strong circular mo-
tion is developedby the tip-leakagevortex around the low-pressure
core and this structure travels downstream expanding in size and
generating intense � uctuations in the endwall region.

The energy spectra from the present LES and the experiment11

in the tip-leakage region (x D 1:51Ca , y D 1:4Ca , z D 0:1Ca ) are
shown in Fig. 19. The spectra from both the LES and the experiment
clearlyshow thepresenceof the inertialsubrange.The spectralpeaks
suggest the presence of distinct coherent motions in the tip-leakage
� ow. The presentnumericalschemeappears to be good in predicting
the energies in a wide frequency range without excessive numerical
dissipation.

IV. Summary
To analyze the temporal and spatial dynamics of the rotor-tip-

clearance � ow and determine the underlying mechanism for the
low-pressure � uctuations, a large-eddy simulation code that com-
bines an immersed-boundary technique with a generalized curvi-
linear structured grid has been developed. Key numerical aspects
including the implementation of immersed boundary method, the
SGS model for fully inhomogeneous � ow, and grid skewness have
been examined. Results from the simulations show that the method
is capable of capturing the complex � ow features observed in well-
documented experiments. The � ow� eld is found to exhibit strong
circular motions associated with the tip-leakage and tip-separation
vortices. These vortical structures are found to convect down-
stream, expand in size, and generate intense turbulent � uctuations
in the endwall region. Qualitative and quantitativeagreements with

experiments in terms of velocity, Reynolds stresses, and energy
spectra have been observed in the downstream measurement lo-
cations. A detailed analysis of the data generated from these simu-
lations should allow us to gain some insight into the spatiotemporal
dynamics of the tip-clearance � ow and mechanisms for cavitation-
inducing low-pressure � uctuations. Results from this analysis will
be presented in the future.
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