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Abstract. We propose a multiphysics simulation approach for predicting cardiac flows as 
well as conducting virtual echo (ECHO)- and phono-cardiography (PC) of these flows. Intra-
ventricular blood flow is simulated by solving the three-dimensional incompressible Navier-
Stokes equations with an immersed boundary method. Using this computational hemodynamic 
data, echo- and phono cardiographic signals are synthesized by separate simulations that 
model the physics of ultrasound wave scattering and flow-induced sound, respectively. For 
virtual ECHO, a Doppler ultrasound image is reproduced through Lagrangian particle track-
ing of red blood cells and application of sound wave scattering theory. For virtual PC, the 
generation and propagation of blood-flow induced sounds is directly simulated by a computa-
tional hemo-acoustics model. The virtual ECHO is applied to reproduce an M-mode Doppler 
image for the left ventricle and the virtual PC is used to model systolic murmurs caused by 
hypertrophic cardiomyopathy(HCM). This "virtual" cardiography analysis provides data that 
can be compared and verified directly against clinically acquired data. Also the development 
of detailed correlations between blood-flow dynamics and the cardiographic data is expected 
to provide valuable information for the improvement of diagnostic tools based on these mod-
alities. 
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1 INTRODUCTION 

Computational modeling has increasingly become the tool of choice for studying cardiac 
flow patterns [8,14,25,26,27,32]. The computational hemodynamics enable a comprehensive 
analysis of flow, pressure, vorticity and viscous dissipation in  normal as well as diseased 
hearts, and in doing so, may reveal the significance of flow structures on ventricular function. 
The future of computational hemodynamics for the cardiac flows is simulation with patient 
specific models (e.g. [14,26])  and will eventually assist with the diagnosis and treatment of 
heart disease.  

A number of issues and challenges exist in order to achieve this promise of computational 
hemodynamics of cardiac flows. This paper deals with two of these challenges: the first one is 
the need for method to rapidly assess the validity of the computational result for a patient spe-
cific model simulation. Although computational modeling for the cardiac flow simulations 
can be validated and verified for canonical (benchtop) models, this does not guarantee the va-
lidity of the computational result for a particular patient specific model simulations. This is 
primarily because the input data (such as inflow/outflow conditions) obtained from the patient 
specific measurements for the simulation oftentimes are limited and some of these need to be 
estimated or modeled. Thus, the overall accuracy of the computational result for a patient-
specific model needs to be checked  prior to using the simulation data for diagnosis and 
treatment. The second issue addressed here is the connection between the computational he-
modynamic results and the diagnostic data used in the clinical field. Though the flow features 
and vortical structures can be investigated in detail with the computational hemodynamics, 
that information is hard to be used directly for the diagnosis and treatment for the heart dis-
eases. Therefore for the better interpretation of the computational hemodynamic result and to 
find the clinical implication of hemodynamic features, it may be important to find a clear cor-
relation between the detailed cardiac flow structures and the clinical data that are used for the 
cardiac diagnosis.  

The above two issues can be addressed by making virtual cardiographies using the compu-
tational hemodynamic results of cardiac flows. In this study, we describe a multiphysics simu-
lation approach for the modeling of cardiac flows as well as virtual echo- and phono-
cardiography. Cardiac echocardiography (ECHO) employs Doppler ultrasound for the as-
sessment of intracardiac flows (e.g.[4,20,28]) and phono-cardiography (PC) employs record-
ing and analysis of heart sounds for  auscultation[1,9,18,24]. Both ECHO and PC are non-
invasive and inexpensive diagnostic methods for cardiac disease. Thus virtual ECHO and PC 
will serve as a bridge between the clinical, diagnostic data and computational hemodynamic 
results. In the present study, intraventricular blood flows are simulated via computational flu-
id dynamics (CFD), and echo- and phono-cardiographic data are synthesized by separate si-
mulations that model the physics of ultrasound wave scattering and flow-induced sound, 
respectively. These "virtual" ECHO and PC provide data that can be compared directly to 
clinically acquired data, and improve our ability to interpret the cardiac flow simulation data. 
Also the development of detailed correlations between blood-flow dynamics and the cardio-
graphic data will provide valuable information for the improvement of diagnostic tools based 
on these modalities. The salient features of the simulation methods are described in the fol-
lowing section, and in the sections following that, we demonstrate the modeling of color M-
mode as well as the systolic ejection murmur associated with hypertrophic cardiomyopathy. 

2 METHODS 

In the present study, intraventricular blood flow is simulated by solving the three-
dimensional incompressible Navier-Stokes equations with an immersed boundary method[15]. 
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Using this computational hemodynamic result, virtual echo- and phono- cardiographies are 
generated via separate simulations which model the physics of ultrasound wave scattering and 
flow induced sound, respectively. For virtual ECHO, we reproduce a Doppler ultrasound im-
age which depicts intraventricular flow motions. This is done by Lagrangian particle tracking 
of red blood cell(RBC) and applying sound wave scattering theory[22]. The motion of RBC 
particles is tracked by using the time-dependant Eulerian velocity field obtained from the car-
diac flow simulation and ultrasound wave propagation and scattering by RBC particles are 
described by an acoustic analogy for arbitrary transducer/receiver shape. Once the time series 
of scattered ultrasound signal is obtained on the receiver, a Doppler ultrasound image can be 
constructed by a signal processing approach. For virtual phonocardiography, we simulate the 
blood flow-induced sound generation and propagation using a computational hemo-acoustics 
modeling approach which employs the incompressible Navier-Stokes/linearized perturbed 
compressible equations (LPCE) hybrid method[29]. The sound source term is obtained from 
the computational hemodynamic simulation results and the sound propagation through the 
thorax is modeled with a structural wave equation.  

2.1 Computational hemodynamics 

For the intraventricular blood flows, blood is assumed to be a Newtonian fluid and thus its 
motion is governed by the incompressible Navier-Stokes equations; 
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U is a velocity vector, P is a pressure, 0 and 0 are the density and kinematic viscosity 
of the blood. Equations (1) are solved by a projection method based approach[6]. The mo-
mentum equation is computed by a second-order Crank-Nicolson method and the pressure 
Poisson equation is solved by a geometric multi-grid method. All the spatial derivatives are 
discretized by a second-order central differencing. The discretized equations are solved on the 
non-body conformal Cartesian grid and the complex, moving boundaries are treated by a 
sharp-interface immersed boundary method as described in Ref.[15]. In this method, the en-
docardial surface is represented by an unstructured mesh with triangular elements and this 
surface is immersed into the Cartesian volume grid. In the current study, the endocardial sur-
face moves with a prescribed velocity and the boundary conditions for the flow field on the 
surface are imposed by a multi-dimensional ghost cell method. Further detailes of the metho-
dology  can be found in the Ref.[15].   

2.2 Blood cell particle tracking 

The motion of 'virtual' red blood cells(RBC) is simulated by the Lagrangian particle track-
ing algorithm. The particles that represent the RBC are randomly distributed in the blood flow 
domain and their motion is tracked by the equation; 
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where px
 is the particle position vector and ( )U x

  is the Eulerian velocity vector field obtained 

from the full Navier-Stokes computation. The velocity at the particle poistion is computed by 
a tri-linear interpolation and the time integration in Eq. (2) is performed by a four-stage 
Runge-Kutta method. 
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Figure 1:  Schematic of Doppler ultrasound modeling. 

2.3 Doppler ultrasound modeling 

In this study, we model the scattering of ultrasound wave by each RBC as proposed by 
Oung and Forsberg[22]. As depicted in the schematic in Fig. 1, the ultrasound wave emitted 
from the transducer surface (S1) propagates to the moving RBC particle and the wave scat-
tered by the particle is received by the recevier surface (S2). Note that two surfaces S1 and S2 
can be the same. If we assume the sound wave is reflected spherically by the rigid small par-
ticle, the signal received at the reciever surface is given by the reciprocity[22] as; 
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where sn is the signal recevied by the receiver surface for a single particle, r is the distance 
from the point on the transducer/receiver surfaces to the particle, c is the speed of sound, and 
e(t) is the surface normal velocity fluctuation signal on the transducer, 2 / ( cos )t r c v    , 

and R is a constant reflection coefficient.  
The Doppler signal can be produced by performing a direct sampling[22] of received sig-

nal sn(t) at ts=tg+kT, where ts is the sampling time, tg is the sampling start time, k is an integer, 
and T is the peroid of original signal, e(t). Also in order to add phase information on the sam-
pled signal, a complex signal[22], ( )n ss t  can be constructed by replacing e(t) in Eq. (3) with 

( ) ( ) '( )e t e t ie t  , and '( )e t is the Hibert transform of e(t). The Fourier transform of ( )n ss t  gives 

the frequency shift associated with theparticle velocity.  The received signal for all the RBC 
particles in the blood volume can be obtained by 
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where N is the total number of particles. Here we neglected the effect of multiple scattering by 
assuming R is small (i.e. weak scattering). The frequency analysis of ( )ss t  gives the velocity 

information of the target blood volume and this is the basis of the Doppler ultrasound image 
construction. In this study, the transducer/receiver surface is represented by triangular surface 
meshes and the surface integrals in Eq. (3) are evaluated by using the trapzoidal rule. 

2.4 Computational hemo-acoustics 

The sound generated by blood flow in the heart is simulated with an immersed boundary 
method based hybrid approach. First, the hemodynamic flow field inside the heart is simu-
lated with the immersed boundary incompressible Navier-Stokes flow solver described above, 
and the flow-induced sound generation and propagation are modeled by the linearized per-
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turbed compressible equations (LPCE) [29]. The incompressible Navier-Stokes/LPCE hybrid 
method is a two-step, one-way coupled approach for the prediction of flow induced sound at 
low Mach numbers [17,29,30]. Since the heart sound is generally auscultated on the chest 
(precordium) surface, the sound propagation through the thorax is also modeled by a linear 
structural wave equation. The LPCE and a linear wave equation are fully coupled by combin-
ing them into a single set of equations and, the different material domains are treated by vary-
ing the material properties. A unified single set of acoustic equations are written as  
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where () represents the compressible (acoustic) perturbation, H is a Heaviside function which 
has a value of 1 in the blood flow region and 0 elsewhere, and the density () and bulk mod-
ulus (K=c2) are functions of space [31]. The capital letters (U,P) indicates the hydrodynamic 
incompressible variables and they are obtained from the incompressible flow simulations. By 
solving Eqs. (5), the wave transmission and reflection at the interface between the blood flow 
and tissue are automatically resolved based on the difference of acoustic impedance Z=K/c. In 
this model the propagation of shear waves in the tissue material is not considered, since the 
shear modulus of the tissue materials is much smaller than the bulk modulus[21]. Also the 
dissipation of the acoustic wave is neglected since the frequency range of the heart sound is 
typically low (~O(100) Hz) and the dissipation for these low frequencies is expected to be 
very small. The current fluid-like assumption of the tissue material for the purpose of resolv-
ing acoustic wave propagation has been widely used for the simulation of sound wave propa-
gation in biological materials[2,19,21]. The present approach has also been used for the direct 
computation of arterial bruits sound[31]. Equations (5) are spatially discretized with a fourth-
order compact finite difference scheme[13] and integrated in time using a four-stage Runge-
Kutta method. A second-order Lagrangian interpolation[30] is used for the temporal interpo-
lation of flow variables. 
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Figure 2: Three dimensional model of the left ventricle. Left: real left venticle model extracted from the con-
trast CT scan. Right: a simplified model used for the intraventricular flow simulation. 

3 RESULT AND DISCUSSION 

3.1 Left ventricle model 

We have constructed a simplified model of the left ventricle (LV) based high-resolution, 
multi-detector contrast CT scan of the LV. Figure 2 shows the model and some geometrical 
parameters. In this study we use: DM1=2.4 cm, DM2=2.0 cm, DA=2.0 cm, DLV=3.75 cm, 
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LLV=6.5 cm, and the end-systolic ventricle volume is 56 ml. Although the mitral and aortic 
valve motions are not simulated, we mimic the opening and closure of those valves by chang-
ing the geometry of the LV model for the diastole and systole phases. For the diastole phase, 
the aorta is blocked at the aortic valve location, while the mitral inlet is blocked at the mitral 
valve location during the systole phase. The blood volume flow rate through the mitral inlet 
(diastole) or the aorta (systole) is modeled based on the previous study[33]. The generic blood 
flow rate profile is shown in Fig. 3. Here negative value of flow rate is for the blood coming 
through the mitral inlet and positive value is for the blood ejected to the aorta. In this study, 
the heart rate is assumed to be 60 BPM (i.e. the duration of one heart cycle is 1 sec), and we 
use the following parameters; QE=314 ml, QA=0.5QE, tEE=0.3 sec, tAS=0.45 sec, tAE=0.64 sec, 
tSS=0.68 sec, tSP=0.78 sec, and tSE=0.98 sec. These parameters yield the ejection fraction, 
EF=53%, and the E/A ratio based on the peak volume averaged velocity is 2. This E/A ratio 
corresponds to the 'restrictive filling' case[23]. The LV motion (expansion and contraction) is 
prescribed by satisfying the volume flow rate.  
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Figure 3: A blood flow rate model for the left ventricle. 

3.2 Intraventricular hemodynamics 

The above LV model is represented by the unstructured surface mesh of 37256 triangular 
elements and this surface mesh is immersed on the Cartesian volume mesh of 256256384 
(25M) for the high-resolution simulation of the intraventricular flow. At the boundaries of in-
let (mitral inlet) and exit (aorta), the pressure is specified and the zero-normal-gradient condi-
tion is applied for the velocities. At the exit boundary, we use the back-flow-stabilization 
boundary condition suggested by Moghadam et al.[16]  and on the ventricular wall, a no-slip, 
no-penetration boundary condition is applied. For the present case, the Reynolds number 
based on the mitral inlet diameter (DM1) and the peak volume averaged velocity through the 
mitral inlet is about 4000. The intraventricular flow fields obtained by solving Eq. (1) are vi-
sualized in Figs. 4 and 5.     

Figure 4 shows the time evolution of vortical structure during the diastole stage. At t=0.2 
sec, a vortex ring generated by the incoming blood flow of E-wave (Fig. 3) is clearly observed. 
The vortex ring is slightly tilted in counter-clockwise direction, since the convection speed of 
the right hand side of the vortex ring is slowed down by the interaction with the lateral wall of 
the ventricle. Due to this interaction with the wall and the relatively high Reynolds number , 
the vortex ring quickly becomes unstable and starts to breakdown(0.3 sec). The vortex ring is 
completely broken into small eddies and the local flow shows signs of turbulence (0.4 sec). 
The small eddies are also observed to dissipate rapidly. At 0.6 sec, another but weaker vortex 
ring is generated by the incoming flow associated with the A-wave.  
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t=0.2 sec 0.3 sec 0.4 sec 0.5 sec 0.6 sec 

   

Figure 4: Time evolution of intraventricular vortical structure during the diastole stage. Vortical structure is 
visualized by Q-criteria (iso-surface of Q=20000 sec-2) and colored by the axial (along the center line of mitral 
inlet) velocity. 

t=0.2 sec 0.3 sec 0.4 sec 0.5 sec 

    

t=0.6 sec 0.7 sec 0.8 sec 0.9 sec 

    

Figure 5: Vorticity contours and velocity vectors at the cross-section for whole heart cycle. Color contour de-
notes y-component vorticity and the every 8th vectors are plotted.  

The  flow patterns in the ventricle are visualized in Fig. 5 by the vorticity contours and ve-
locity vectors on the long-axis plane for whole heart cycle. At t=0.2 sec, one can see that the 
right hand side vortex is decaying due to the interaction with the wall, while the left hand side 
vortex becomes dominant. Thus the vortical flows move toward the lateral wall, and the over-
all intraventricular flow exhibits a clockwise circulation. The E-wave vortex breaks and dissi-
pates during the diastole (0.3-0.5 sec). The incoming flow of the A-wave goes primarily to the 
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lateral wall by the interaction with the clockwise circulation and small vortex ring is formed 
near the mitral annuals during the deceleration of A-wave (t=0.6 sec). The overall clockwise 
circulation pattern is still observed during early systole (0.7 sec), and due to this, the velocity 
strength near the septal wall is bit stronger during the ejection. The overall intraventricular 
flow pattern is similar to the results of previous studies[7,12,27,32,33] but, by using a high-
resolution computational grid, we observe smaller scale flow structures that are not reported 
previously. 

3.3 Virtual red blood cell particle tracking 

The red blood cell (RBC) motions are modeled via Largrangian particle tracking and the 
obtained RBC motions are used for the Doppler ultrasound simulation. Initially, a total of 
6000 particles that represent the RBC groups are randomly distributed in the blood flow do-
main, and the particle motion is computed by Eq. (2). The particles are continuously injected 
though the mitral inlet during the diastole, and the particles exiting  the aorta during the sys-
tole are eliminated from the simulation. The position and velocity of each RBC particle are 
saved for the Doppler ultrasound computation. 

3.4 Doppler ultrasound simulation 

A color M-mode[4] image is produced by a pulsed wave (PW) Doppler ultrasound. For the 
ultrasound wave simulation, we employed a transducer/receiver (transducer hereafter) of pa-
rabolic shape. The size of the transducer is 2 cm and the distance to the focus point of the pa-
rabola is 3 cm. The transducer surface is discretized by 160 triangular elements for the 
computation and the main driving frequency of ultrasound is 2 MHz. The transducer is lo-
cated at the center of mitral inlet and 11 cm below from the mitral valve location. The direc-
tion of ultrasound wave beam is perfectly aligned with the mitral inlet axis (z-dir). The pulse 
duration is 1 sec and the pulse repeating frequency (PRF) is 10 kHz. At a given time, PW 
scans the blood volume located at the specific distance (d) from the transducer. If we sample 
the received signal at the PRF, the distance, d, is related with the sampling start time, tg, by 
d=tgc/2. On the spectrograms of sampled signals, one can find the representative velocity of 
the blood volume at the given distance (d) and time (t) based on the maximum energy level of 
the spectrogram, and consequently construct the velocity field in a 2D space, i.e. V(t,d). A 
color M-mode cardiogram can be made by plotting this velocity field with color contours in a 
2D space.  

(a) (b)

Figure 6: Temporal velocity variation along the mitral center line. (a) Simulated color M-mode Doppler image. 
(b) Data obtained directly from the flow field simulation. 

The velocities in a total of 40 sample volumes from the apex to the mitral valve position 
are evaluated and the spatial resolution of sampling is 2 mm. The resulting color M-mode im-
age is shown in Fig. 6(a). Here a positive velocity implies motion toward the transducer, i.e. 
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direction to the apex. Figure 6(b) shows the similar plot made by using the z-direction veloci-
ty values directly obtained from the flow field computation and it shows very good correlation 
with the M-mode Doppler plot. In Fig. 6(a), one can see the propagation of blood flow which 
comes into the ventricle with E and A waves. The propagation velocity of blood flow is usual-
ly evaluated by the slope of the velocity contour on the color M-mode image and used as a 
parameter to estimate the ventricle function. In the present case, the propagation velocity for 
the E-wave is about 25 cm/sec (solid line in Fig. 6(a)) which is in the physiological range[4]. 
However, a proper way to determine this propagation velocity is still arguable[5]. With the 
current computational hemodynamics and Doppler ultrasound simulation approach, it is poss-
ible to investigate the correlation between the evaluated propagation velocity and the actual 
blood transportation velocity, and this will be pursued in the future study. 
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Figure 7: Schematic of simplified left ventricle model with hypertrophy for the computation of systolic ejection 
murmur. 

3.5 Simulation of systolic ejection murmur 

Heart sound contains important information regarding the health of the cardiac system and 
auscultation can therefore be used as a non-invasive diagnostic modality for the heart disease.  
Heart sound may be recorded using an electro-stethoscope and the resulting phonocardiogram 
is analyzed for detection of abnormal heart sounds associated with heart disease[9]. In the cur-
rent study, we predict the generation of abnormal heart sound through direct computation of 
flow and sound and use this to generate a virtual phonocardiogram. In particular, we consider 
here a systolic ejection murmur caused by a hypertrophic cardiomyopathy (HCM). It is gener-
ally believed that the systolic ejection murmur is generated by the blood flow disturbances 
due to an obstruction in left-ventricular outflow tract (LVOT)[1]. In the present study we 
compute this blood flow induced sound generation and propagation. 

A simplified model of two-dimensional cross section of the left ventricle with ascending 
aorta is constructed to simulate the hemodynamic flow field during the systole and associated 
murmurs (Fig. 7). Here DA=2 cm, dT=7cm, DLV=6.4 cm, and LLV=7.4 cm (at the beginning of 
systole). A sub-aortic, obstructive hypertrophy is modeled as shown in Fig. 7 for HCM cases. 
In addition to a normal case, we considered two HCM cases, HCM1 and HCM2, and HCM2 
has more severe hypertrophy than HCM1. For the HCM cases, the mitral valve leaflet is elon-
gated and moved toward the outflow tract to mimic systolic anterior motion (SAM) which 
manifests in many severe cases of HCM. In the present study, however, a dynamic motion is 
not considered and it is assumed that two HCM cases have the same degree of SAM. The re-
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sulting gap size in the outflow tract is about 0.3DA for HCM1 and 0.2DA for HCM2. The si-
mulations are performed for only systole phase and the systole time (tES-tSS) of 0.25 sec is 
used here. The blood flow domain inside the LV and aorta is resolved by 256  384 non-
uniform Cartesian grid with the minimum grid spacing of 0.015DA.  

The acoustic domain includes the LV and aorta as well as nearby thorax region represented 
by a box in Fig. 7. The acoustic computation is performed on the separate grid which consists 
of 200200 grid points with a minimum grid spacing of 0.04DA. The flow simulation results 
are interpolated onto the acoustic grid in the LV and aorta region using a bi-linear interpola-
tion. The density and speed of sound for the blood are set to 1.05 (g/cm3) and 1500 (m/s), re-
spectively. For the present simplified thorax model, a thoracic region outside the heart is 
assumed consist of a homogeneous tissue material and its density and speed of sound are as-
sumed to be 1.2 (g/cm3) and 1800 (m/s). These values are averaged material properties of var-
ious components in the thorax[10]. The left boundary of the acoustic domain represents the 
precordium surface and the heart sound is monitored there as is done in the actual auscultation. 
Since a stethoscope senses transmitted sound via the velocity (or acceleration) of the chest 
surface[3], we have recorded the velocity fluctuations on the monitoring points shown in Fig. 
7. The zero-stress boundary condition is applied at the precordium surface and it is assumed 
that acoustic waves radiate through all other boundaries. 

 
Normal 

 

HCM1 HCM2 

 

Figure 8: Instantaneous hemodynamic flow field for the normal and HCM cases represented by vorticity con-
tours at t = 0.13 sec (t=0 is the start of systole phase).   

The instantaneous hemodynamic flow fields for normal, HCM1, and HCM2 cases are 
shown in Fig. 8 with the vorticity contours. For normal case, there is no significant vortex 
motions in the LVOT and aorta. With hypertrophy and SAM, however, the formation of a jet 
in the gap between the hypertrophy and the mitral valve leaflet is observed and the jet shear 
layer rolls into vortices which interact with the aortic wall. This complex vortex motion is 
supposed to be the source of murmur sound. For the smaller gap (HCM2), the blood flow ve-
locity through the gap becomes faster and exhibits stronger vortex motions. 

The acoustic fields are computed by Eq. (5) using the hemodynamic flow field results. The 
velocity fluctuations monitored on the precordium surface are plotted in Fig. 9 for HCM1 and 
HCM2 cases. For the normal case, no significant velocity fluctuation is observed. Figure 9 is 
the recorded murmur signal for the cases with HCM and can be considered as a virtual pho-
nocardiogram for the HCM murmur. The present simulated murmur signal exhibits a crescen-
do/descendo configuration[1] (especially for HCM2) which is quite common in systolic 
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murmurs. Note that, with larger hypertrophy (HCM2), much stronger murmur sound is gener-
ated.  
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Figure 9: Acoustic velocity fluctuation monitored on the precordium surface. Time signal band-pass filtered for 
20-400 Hz. 
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Figure 10: Propagation of systolic HCM murmur computed with a realistic human thorax model. (a), (b) Root-
mean-squared acoustic pressure and velocity fluctuations plotted on the density iso-surfaces. (c) Phonocardiac 
signals for the HCM systolic murmur monitored on the points A and B in figure (b). The signals are band-pass 
filtered for 20-400 Hz. Here  and c are the density and the speed of sound of the blood. 

Now in order to examine the effect of heart sound propagation in a real human thorax 
which includes many different biological materials such as chest bones and lungs, we have 
considered a three-dimensional realistic human thorax model. The model is constructed based 
on the Visible Human1 Dataset. For the simulation of sound propagation, the contrast value 
on the CT scan images is converted to the material density and the speed of sound using the 
formulation proposed in Ref.[19]. For the sound source, we use DP/Dt value on the left ven-
tricle obtained from the hemodynamic flow field simulation of HCM2 case, and this source 
term is placed on the left ventricle position of the constructed real thorax model. Figure 10(a) 
                                                 
1 An anatomical data set developed under a contract from the National Library of Medicine by the Departments 
of Cellular and Structural Biology, and Radiology, University of Colorado School of Medicine 
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and (b) show the root-mean-squared acoustic fields of HCM murmur radiated in the realistic 
thorax model. One can clearly see the high pressure fluctuation around the heart location and 
high velocity fluctuation on the chest surface above the heart. The velocity fluctuations are 
monitored on the two locations A and B shown in Fig. 10(b) and plotted in Fig. 10(c). Figure 
10(c) is thus the virtual phonocardiogram of HCM murmur predicted with the realistic thorax 
model. The point A is on the chest surface directly above the heart, thus the signal monitored 
at this point shows higher amplitude than point B. Interestingly, the signal monitored at point 
A looks very similar with the result of simplified thorax model shown in Fig. 9(HCM2).  

The present coupled computational hemodynamic-hemoacoustic approach for the virtual 
phonocardiogram can be used for a comprehensive investigation of the heart sound generation 
mechanism and it has the potential to improve the diagnostic ability of the cardiac ausculta-
tion. The present method will also be applied to the third and fourth heart sounds[24] to reveal 
the generation mechanism of those abnormal heart sounds. 

4 CONCLUSION 

In this study, multi-physics simulation methods are presented for the simulation of intra-
ventricular blood flows, Doppler ultrasound, and blood flow induced heart sounds. The recon-
struction of color M-mode Doppler and the simulation of systolic HCM murmur are 
demonstrated. These virtual cardiographic data not only provide new ways for interpreting 
computational hemodynamic results but also allow us to investigate the correlation between 
the diagnostic data and the cardiac blood flow dynamics. The development of such correla-
tions will provide valuable information such as disease-diagnostic data-associated cardiac 
flow feature relation and this will help the diagnosis and treatment of specific heart diseases.  
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