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Computational Modeling in Biohydrodynamics:
Trends, Challenges, and Recent Advances

Rajat Mittal

Abstract—Computational modeling is assuming increased
significance in the area of biohydrodynamics. This trend has
been enabled primarily by the widespread availability of pow-
erful computers, as well as the induction of novel numerical and
modeling approaches. However, despite these recent advances,
computational modeling of flows in complex biohydrodynamic
configurations remains a challenging proposition. This is due
to a multitude of factors, including the need to handle a wide
range of flow conditions (laminar, transitional, and turbulent), the
ubiquity of two-way coupled interaction between the fluid and
moving/deformable structures, and, finally, the requirement of
accurately resolving unsteady flow features. Recently, as part of an
Office of Naval Research sponsored review, the objective of which
was to distill the science related to biology-based hydrodynamics
for maneuvering and propulsion, an extensive survey of computa-
tional biohydrodynamics was undertaken. The key findings of this
survey are reported in this paper.

Index Terms—Biohydrodynamics, computational fluid dy-
namics, computational modeling, numerical simulation.

I. INTRODUCTION

XPERIMENTAL investigations in biohydrodynamics are

limited by their inability to provide full-field, spatially and
temporally resolved, velocity and pressure measurements. Some
of these limitations are intrinsic to the methods being used,
whereas others are associated with the specific conditions asso-
ciated with biohydrodynamics. Chief among these are the con-
ditions imposed by the need to work with live animals, since it
is often difficult to control/predict the motion and location of
these animals under test conditions. Methods for controlling the
subject that are overly invasive (such as tethering or excessive
confinement) run the risk of modifying the natural motion/gait
of the subject. In addition to the traditional approach of painstak-
ingly conditioning the subjects to respond somewhat predictably
in test conditions; recently, some novel control methods based
on visual stimuli have been employed [1], which might hold
promise for future studies. However, even if some amount of
repeatability and control can be instilled in these tests through
some minimally invasive means, it is usually difficult to instru-
ment the test subjects with sensors to the extent needed without
disrupting the natural behavior of the subject. For instance, no
method currently exists for extracting the surface pressure and
shear stress distribution on a structure as delicate as the flapping
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Fig. 1. (a) Bluegill sunfish (sketch courtesy of G. V. Lauder, Harvard
University, Cambridge, MA) with soft dorsal fin indicated. (b) Lateral and
dorsal views of the pectoral fin strokes of Embiotoca lateralis, a benthic
maneuverer [4].

pectoral fin of a fish. Such measurements are of critical impor-
tance, since they allow for direct measurement of the hydro-
dynamical performance of the locomotor under consideration
and would also provide good insight into the flow physics. The
final hurdle faced by experiments is the need to make measure-
ments in the vicinity of bodies/boundaries that are undergoing
large motions, since this causes problems for invasive (hot wire
probes, etc.), as well as noninvasive (laser doppler velocimetry,
particle image velocimetry, etc.) measurement methods. Some
of the above limitations have motivated the development of ar-
ticulated mechanical models of these animals [2], which can be
controlled and instrumented in a manner adequate for detailed
engineering analysis.

Another approach that holds potential for overcoming most
of the above limitations is computational modeling. In order to
examine the challenge posed by biohydrodynamics to computa-
tional modeling and simulation, consider the swimming of the
bluegill sunfish [Lepomis macrochirus; Fig. 1(a)] that has been
the subject of a detailed study by Drucker and Lauder [3]. De-
pending on the gait, the pectoral and median, as well as tail fins,
can all be involved in propulsion and maneuvering. For typ-
ical specimens, the Reynolds number based on the fish body
length (I ~ 20 cm) and velocity (0.5 Ls~!) is about 20 000. At
this Reynolds number, the attached flow over the body is most
likely laminar, but is expected to transition rapidly to turbulence
in regions of flow separation that might occur downstream of
appendages. The fins of these and similar fish are also highly
flexible, have complex planforms and undergo complicated mo-
tions [see Fig. 1(b)]. The flow over the fins can be character-
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ized in terms of a Stokes frequency parameter (S = wAl/v
where w, A and [ are the fin angular frequency, amplitude, and
length, respectively). Typical fin beat frequency of about 3 Hz
and fin amplitude and size of about 2 and 5 cm, respectively,
gives S & 18 000, which again is in the range where laminar
attached flow would quickly transition to turbulence post sep-
aration. It is worthwhile to note that flow separation and tran-
sition to turbulence on a fin cannot only have a large impact
on the hydrodynamic loading of that fin, but can also drasti-
cally alter the flow conditions experienced by any downstream
fins/appendages.

Thus, assuming that the above conditions are prototypical of
biohydrodynamic flow configurations, especially in the context
of low-speed maneuvering, the key factors to be considered in
computational modeling of these configurations are as follows.

1) Wide range of flow conditions: Typical Reynolds
numbers for swimming fishes/cetaceans can vary from
O(10?) to O(107). The flow can be laminar, transitional,
or turbulent, or a combination of all three. In addition,
the surrounding flow environment can be steady or
unsteady.

2) Moving boundaries: Biohydrodynamic flows of interest
are often associated with moving boundaries, may they
be flapping fins or undulating bodies.

3) Two-way fluid-structure coupling: In many cases, the
control surfaces (fins, appendages, etc.) are highly flex-
ible and can undergo large deformations as a result of
the hydrodynamic loading. This deformation can in turn
have a significant effect on the flow, which can then
modify the loading itself. In some situations, the internal
structural stress distribution may be of as much interest
as the external hydrodynamics.

4) Unsteady flow mechanisms: The presence of moving and
flexible control surfaces and/or the unsteady flow envi-
ronment leads to configurations in which the dominance
of unsteady flow mechanisms (added mass effects, dy-
namic stall, vortex shedding, vortex pairing, and vortex-
body and vortex-fin interactions) is a rule rather than an
exception.

Until about a decade ago, it was not feasible to simulate such
flows with all of their attendant complexities. However, the rapid
increase in computing power and the availability of sophisti-
cated simulation approaches has now brought these simulations
within the realm of possibility. In the following sections, we
summarize the state of the art in computational modeling and
simulation as it pertains to biohydrodynamics. This includes a
critical evaluation of computational approaches used to date and
a survey of other approaches that hold promise in this area. Fur-
thermore, we examine the information that has been gleaned
from these simulations vis-a-vis its impact on our understanding
of biohydrodynamic phenomena.

II. OVERVIEW OF COMPUTATIONAL APPROACHES:
CAPABILITIES AND LIMITATIONS

A. Flow Modeling

Both inviscid and viscous flow models have been employed
in past studies in biohydrodynamics. Inviscid flow simulations
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are relatively inexpensive, but carry the usual weaknesses in-
herent in this approach. In addition, their application to biohy-
drodynamic flows can be further limited by the fact that these
flows are often dominated by separated shear layers and as-
sociated vortex structures, which are a direct consequence of
viscous effects. However, examination of results from inviscid
computations serves the purpose of clearly delineating the flow
regimes in which viscous flow mechanisms are dominant. Fur-
thermore, these computations are quite inexpensive and allow
for the rapid estimation of hydrodynamics forces and other gross
flow features over a large parameter space. Examples of applica-
tion of these methods to biohydrodynamics flows can be found
in [5]-[13]. However, inviscid models have a limited range of
validity and, given that viscous flow computations of these flows
are well within the reach of present day computers, we focus pri-
marily on viscous flow models.

The inclusion of viscous effects immediately raises the pos-
sibility of transition and turbulence, both of which then have to
be accounted for in the simulations. A number of different op-
tions are available for modeling flow turbulence in numerical
simulations and these are discussed here in the context on bio-
hydrodynamic flows.

1) Reynolds-Averaged Navier Stokes (RANS) Modeling: In
this approach, the spatial and temporal resolution is such that al-
most none of the turbulence scales can be resolved and the effect
of these scales has to be accounted through turbulence models
[14]-[16]. For flows that are steady in the mean, RANS simu-
lations typically compute only the mean flow quantities. How-
ever, for flows with a large-scale externally imposed unsteadi-
ness, such as that encountered in biohydrodynamics, unsteady
RANS (URANY) is carried out with time-accurate schemes in
which an attempt is made to compute directly and resolve the
large scales associated with this unsteadiness.

RANS has found widespread use in the engineering commu-
nity as arelatively inexpensive tool for flow analysis. Its obvious
advantage over inviscid models is that it can account for vis-
cous effects. At a basic level, this eliminates the D’ Alembert’s
Paradox, which accounts for erroneous prediction of inviscid
models for flapping foils at small amplitudes. In addition, vis-
cous models no longer require imposition of the trailing-edge
flow tangency condition and, therefore, allow for flow sepa-
ration at any location on the foil/body. This is of critical im-
portance for flapping foils, since the leading-edge stall is con-
sidered a key mechanism in these flows. As will be discussed
later, the big advantage that RANS has over other viscous mod-
eling approaches [such as direct numerical simulation (DNS)
and large-eddy simulation (LES)] is that it is relatively inex-
pensive even for the complex configurations that are usually en-
countered in biohydrodynamics.

The main limitations of RANS approach are as follows:
RANS provides only limited information about the flow. Even
for time-accurate simulations of unsteady flows, such as those
encountered in biohydrodynamics, the RANS simulations are
designed to include only the largest flow structures (those that
scale with the dominant flow-length scale) in the flow and the
smaller scales are not included. The extent to which the absence
of the smaller flow structures affects the prediction of the larger
vortex structures is quite problem dependent and usually cannot
be judged a priori.
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The second issue with RANS is with regard to its ability to
predict separation and separated flows. Since most turbulence
models used in conjunction with RANS assume that the flow at
the wall follows the behavior of a canonical attached boundary
layer, prediction of flow separation has always been accepted
as a weakness of this method. This is especially the case when
the separation occurs over gently curving surfaces due to an
adverse pressure gradient. In cases in which the separation is
“massive” (e.g., leading edge stall over a pitching airfoil), this
might not be a significant issue. However, even if separation
is predicted correctly, conventional RANS approaches do not
usually provide a reliable prediction of the flow in the separated
region.

The final limitation of RANS models is their applicability
to relatively low-Reynolds number flows. Conventional turbu-
lence models are designed for classical high Reynolds number
turbulence flows. Their application to flows at lower Reynolds
numbers when the flow is transitional is more problematic.
Typical Reynolds numbers in low-speed maneuvering situa-
tions are O(10%), which falls very much in the transitional
range. For these flows, turbulence models specially designed
for low-Reynolds number flows [12] might be more appro-
priate. However, even with these models, issues such as ad
hoc specification of transition could diminish the predictive
capability of RANS for such flows.

Examples of the application of URANS to biohydrodynamic
flows can be found in the work of Jones and coworkers [6]—[8],
Ramamurti and coworkers [10], [17], [18], Tuncer and Platzer
[19], and Isogai et al. [20]. Some key results from these simu-
lations will be discussed in later sections.

2) DNS: On the other end of the spectrum of flow modeling
approaches from RANS is DNS, where the grid and temporal
resolution is such as to resolve all the turbulence scales down
to the dissipation range. Thus, in DNS there is no need to
include a turbulence model and this type of modeling pro-
cedure should be expected to give results with incomparable
accuracy. Furthermore, these simulations provide temporally
and spatially accurate information about all the scales in the
flow. The turbulence statistics and frequency spectra as well
as vortex dynamics are also accurately predicted, thereby
allowing a comprehensive analysis of flow. However, this
detailed information comes at a very high cost and it has been
estimated that the grid requirement of a DNS scales as Re/4
[21]. Consequently, DNS is limited to relatively low Reynolds
numbers and is difficult to find in the literature adequately
validated DNSs of relatively complex flows for Reynolds num-
bers greater than about a few thousand [22], [23]. This range
of Reynolds number would seem to allow for investigation of
low-speed maneuvering biohydrodynamics, except that DNS
is limited to relatively simple flows such as bluff-body wakes
[22]-[24]. Although there have been some DNS studies of
relatively complex flows [25], DNS has yet to be applied to
flows as complex as a flexible flapping pectoral fin. All of
the necessary ingredients for performing such simulations al-
ready exist and, with the widespread availability of large-scale
high-performance parallel computers, it is expected that such
simulations will become feasible in the next few years.

3) LES: This approach lies between the RANS and DNS
approaches. In LES, a time-accurate simulation is carried out

with resolution sufficient to resolve all of the energy-containing
scales down to the inertial subrange. Only the scales not resolv-
able on the mesh are modeled through a subgrid-scale (SGS)
turbulence model. Furthermore, since all the energy-containing
scales are resolved directly, these simulations provide data over
a wide range of dynamically significant scales in the flow and
are, therefore, capable of predicting higher order statistics.

Simplified estimates indicate that the grid requirement for
LES scales as Re? [26], which is a slower increase than that
for DNS. Thus, LES of flows in relatively complex geometries
with Reynolds numbers up to about 10 000 have been carried
out where extensive validation against experimental data have
confirmed the accuracy of the computed results [27]-[29].

It should be noted that, in LES, since only the subgrid scales
are modeled, there is relatively less sensitivity to the model pa-
rameters. Furthermore, the introduction of the dynamic SGS
model [30] has removed most of the ad hoc parameter adjust-
ments that are prevalent in RANS computations. In the dynamic
modeling procedure, the eddy viscosity is computed during the
computation by estimating the energy being transferred from the
resolved to the SGS modes. Furthermore, the dynamic model
automatically detects laminar regions and turns off. It is also
capable of predicting transition and automatically produces the
correct wall behavior. Thus, LES with dynamic model is quite
well suited for prediction of complex flows [21]. Based on our
previous experience, it seems that LES of flows encountered
in low-speed maneuvering hydrodynamics is feasible with cur-
rent computer hardware. Given that the LES methodology pro-
vides data sufficient for examining the key flow mechanisms in
low-speed maneuvering biohydrodynamics, it should emerge as
the methodology of choice in the coming years.

4) Detached-Eddy Simulation (DES): As discussed above,
LES clearly is a useful tool for detailed analysis of the physics
of biohydrodynamic flows. However, given the significant
computational resources required, LES would not be well
suited for covering a large parameters space. It would also not
be appropriate, for instance, for rapid engineering analysis of
a biorobotic pectoral fin. For these tasks, one would typically
turn to the RANS approach. However, as discussed above, the
predictive capability of RANS can be seriously compromised
in separated flows, such as those found for flapping foils. The
RANS method is designed to model the entire spectrum of
turbulent motions. While this might be adequate for simple
attached flows, RANS turbulence models are unable to accu-
rately predict phenomena occurring in flows that exhibit large
separation. Unsteady massively separated flows are character-
ized by geometry-dependent eddies, the affect of which cannot
be represented well in RANS turbulence models. In order to
overcome some of these deficiencies, a new approach, DES,
has been proposed [16], which combines elements of RANS
and LES. This approach can be considered a modification of the
RANS approach where the geometry-dependent unsteady tur-
bulent motions in the separated flow region are represented with
an LES-type approach. Separated flows computed using this
approach have shown marked improvement in accuracy over
corresponding RANS computations [31]. The computational
expense of this approach is higher than that of a corresponding
RANS, but significantly less than a corresponding LES. Based
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on the above discussion, it would seem that DES would be
preferable over RANS for rapid analysis of biohydrodynamic
flow configuration.

B. Numerical Methodology

The type of grid employed quite often distinguishes one nu-
merical simulation methodology from another. The following
describes the various types of grid-based methodologies that are
available along with comments on the suitability of each type of
grid for biohydrodynamic flows.

1) Body-Conformal Grid Methods: The conventional ap-
proach to simulate flows with complex boundaries is to generate
a body-conformal grid, i.e., a grid that conforms to the shape
of the boundaries. Within this approach, two different types of
grids are employed; the structured grid and the unstructured
grid. The key advantage of structured grid methods over the
unstructured grid approach is that discretization of conserva-
tion laws on these grid lead to systems of equations that are
amenable to a powerful line/block-successive overrelaxation
scheme (SOR) iterative technique. These methods work well
for relatively simple geometries. As the geometry gets more
complex, single-block grids might not suffice and one then has
to turn to multiblock meshes. However, in configurations where
complex moving boundaries are present, such as those common
in biohydrodynamics, even conventional multiblock structured
grid methods would be difficult to work with. For such flows,
overset structured grids [32] are a good alternative.

Unstructured grid based methods are better suited than
structured grid-based methods for simulation of biohydrody-
namic flows due to their ability to handle complex geometries.
Unstructured grid methods can be used in conjunction with
finite volume, finite element, or spectral element-type dis-
cretization methods. For example, Ramamurti and Sandberg
[17] have used a conventional finite-element method in their
computations, whereas other groups [33] use spectral-element
discretization techniques. An arbitrary Lagrangian—Eulerian
(ALE) methodology is usually employed to handle moving
boundaries wherein moving/deformable grids are employed.
These methods offer great flexibility for the modeling of flow
with complex moving boundaries. However, remeshing algo-
rithms can significantly increase the complexity of the solution
procedure and can compromise the robustness and accuracy of
the solution procedure.

Recent developments [34] in unstructured grid methods for
LES are promising, since these provide an appropriate frame-
work for coupling the power of unstructured grid with that of
the LES methodology. Use of such methods in biohydodynamic
flows involving complex moving boundaries have yet to be un-
dertaken.

2) Cartesian Grid/Immersed Boundary Methods: In recent
years, a new approach has come to fore, which is well suited
for simulating flows with complex moving boundaries. In the
1970s, Peskin introduced his “immersed boundary method,”
which is used to simulate flow in a modeled human heart [35],
[36]. The key feature of this method was that simulations with
complex moving boundaries were carried out on stationary
Cartesian grids, which eliminated the need for the compli-
cated remeshing algorithms that are usually employed with
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Fig. 2. Example of a nonconformal Cartesian grid for flow over an airfoil
undergoing pitch oscillations.

TABLE 1
PARAMETERS COVERED IN RANS STUDIES
Re h k a, o

Tuncer & | 10° - [ 0.0125- [ 0.5- [ 0° - 30°75°90°
Platzer 10° | 1.0 7.85 | 20°

[19]

Isogai et | 10° | 1.0,2.0 | 0.0- 10°, | 30°-150°
al. 1.0 20°

[20]

Ramamurti | 10°, [0, 1 0-14 |24, |30°-140°
etal [18] | 10° 15

conventional body-conformal methods. Since then, a number
of different variations of this methods have been developed
[37]-[43]. These methods have been used to a large variety of
flows with complex moving boundaries including cardiovas-
cular flows [36], multiphase flows [37], [43], fluid-structure
interaction [44], [45], fluid machinery [46], microfluidic de-
vices [47], biological locomotion [48], and flapping foils [49].

These methods provide a unique capability for simulating
flows with complex moving boundaries and, as such, are
ideally suited for simulation of biohydrodynamic flows. In
Sections III-A and III-B, we will show computed results for a
configuration involving two flapping foils where the compu-
tations have been performed using a Cartesian grid method.
Fig. 2 shows an example of a Cartesian grid that is being used
to simulate flow past a pitching foil at Re = 12 000.

III. APPLICATION TO BIOHYDRODYNAMICS
A. Two-Dimensional (2-D) Flapping Foils

A number of groups have employed numerical simulations
to investigate the hydrodynamics of flapping foils. Chief among
these are the groups at the U.S. Naval Postgraduate School Mon-
terey, CA, [6]-[8], [15] and Naval Research Laboratory, Wash-
ington, DC, (Ramamurti and coworkers [10], [17], [18]). Both
groups have employed Euler as well as RANS codes for the
analysis of flapping foils, but here we focus primarily on the
RANS calculations. Another RANS study that will be discussed
in detail here is that of Isogai et al. [20]. For the following dis-
cussion, consider a simple pitch-and-plunge (or heave) motion
of a foil prescribed as

h = hysin(27 f)
a = a, + ai sin(27 ft + ¢)
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replotted using Strouhal number (St) shows better collapse.

where h; is the plunge (or heave) amplitude, «, is the mean
pitch angle, and «; is the amplitude of the sinusoidal pitch
angle variation. Furthermore, f is the flapping frequency and
¢ is the phase difference between the pitch and plunge motions.
In addition to «,, a1, and ¢, the nondimensional parameters
that govern the fluid dynamics of this configuration are nor-
malized plunge amplitude h} = hj/c, the Reynolds number
Reoo = Usoc/v (where U, is the freestream velocity, c is the
foil chord, and v is the kinematic viscosity of the fluid), and
the Strouhal number St = 2h; f /U, based on the wake width
[50]. An alternative frequency parameter based on the foil chord
k = 27 fc/Us has also been used in a number of studies [19],
[51]. Note that kh} = wSt and that this product is also equal to
the peak plunge velocity normalized by the freestream velocity.

It should be noted that a complete numerical investigation of
the parameter space of even this simple flapping foil configu-
ration has yet to be undertaken. However, recent RANS sim-
ulations of Tuncer and Platzer [19], when put together with
those of Isogai et al. [20], represent the most comprehensive
numerical evaluation of this configuration and we discuss the
salient results from these studies. Both Isogai et al. [20] and
Tuncer and Platzer [19] employ a NACA 0012 foil and solve
the Reynolds averaged compressible Navier—Stokes equations
on a structured grid. Tuncer’s code employs a third-order up-
wind-biased scheme in space, whereas Isogai’s code employs a
total variation diminishing (TVD) scheme. Both codes use the
Baldwin-Lomax turbulence model. As in most RANS calcula-
tions, a fine mesh is employed near the body but away from the
body; the mesh is coarsened and the numerical viscosity is al-
lowed to dissipate the vortex structures. Table I summarizes the
range of parameters examined in these studies and the following
figures show a sampling of the data obtained from these simu-
lations.

Fig. 3(a) shows the effect of flapping amplitude and frequency
on the thrust produced by the foil. These are two parameters that
are known to have a significant effect on the thrust, which is
confirmed by these computations. Replotting of the same data
against the Strouhal number in Fig. 3(b) leads to a better col-
lapse, which is in line with the findings of Triantafyllou et al.
[50].

Fig. 4 shows the variation in thrust coefficient and efficiency
(n) for a foil undergoing combined pitch and heave and trends
are similar to those observed by Anderson et al. [9], [51]. In both
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Fig. 4. Effect pitch amplitude and Strouhal number on (a) thrust
and (b) efficiency for airfoil undergoing combined pitch and heave.
(h; =0.75, ¢ = 75°). Results from computations of Tuncer and Platzer [19].

computational studies, larger values of pitch amplitude have not
been examined. Tuncer and Platzer [19] indicate that the solver
has convergence problems for high pitch amplitudes. This might
possibly be due to inadequate resolution of the large-scale dy-
namic stall vortices that form at high pitch amplitudes.

Fig. 5 shows the effect of varying the phase angle between
pitch and plunge on the thrust and efficiency. The trend that
emerges here, i.e., maximal thrust and efficiency at a phase angle
of about roughly 90°, is also well established in experiments [5],
[9]. It is interesting to note that these two studies employ very
similar computational methodologies and simulate precisely the
same configuration. Furthermore, both indicate that the results
are grid independent. However, despite this, the resulting thrust
and efficiencies for some cases differ by over 30%. As noted
by both groups in their respective papers, the cause for this dis-
crepancy is not clear. In our view, this clearly indicates that sim-
ulation fidelity is not guaranteed by grid independence in these
RANS computations and that turbulence modeling effects have
to be examined.

Ramamurti et al. [18] have also simulated a similar configu-
ration (NACA 0012 foil undergoing pitch and heave motion in
a freestream). However, Ramamurti ez al. solve the incompress-
ible Navier—Stokes equations on an unstructured grid, which
is a significant departure from these other simulations. A rel-
atively complex mesh movement algorithm is employed, which
allows for the generation of a body-conformal mesh at every
time step. The solver has been used to study the foil in pitch
only, as well as combined pitch and heave. Fig. 6(a) shows a
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1.2 x 10*. (b) Effect of phasing between the pitch-and-plunge motion for & = 3.8 and Re = 1.1 x 103.

comparison of computed data for the 2° pitch oscillation case
with experiments of Koochesfehani [52]. As noted by the au-
thors, there is significant mismatch between the experiments
and computations at higher frequencies. Ramamurti ez al. [51]
make a convincing case that the discrepancy is due to inaccu-
racies in measuring the thrust in the experiment. A procedure
to improve thrust estimation in experiments has recently been
proposed [53]. Also shown in Fig. 6(b) are the computed results
of the foil in pitch-and-heave motion, where the configuration
is similar to that of the experiments of Anderson [51]. The plot
shows the variation of thrust with change in phase angle between
the pitch-and-heave motions and the computed results are found
to be generally consistent with the experiments.

It would seem that we now have a relatively good under-
standing of the effect of the frequency (St or k), amplitude (hY),
and pitch and heave phase difference (¢) on the hydrodynamic
performance of 2-D flapping foils. The effect of the Reynolds
number on the foil performance is somewhat less well under-
stood. Most simulations and experiments of flapping foils have
been carried out in the subcritical (Re < 10°) regime [7], [19],
[20], [54], since this is the range relevant to the swimming of
small fish. Within this subcritical range, the general trend is
that thrust increases with Reynolds number [54]. However, from
an engineering point of view, it might be useful to understand
the operation of flapping foils at postcritical Reynolds numbers
(Re > 10°), since autonomous underwater vehicles (AUVs)
often operate in this regime. The effect of «, on the foil per-

formance also is not well understood. Since the primary effect
of «, is on the transverse (lift) force and not the thrust, past
studies, which have focused mainly on propulsion and not ma-
neuvering, have tended to disregard this parameter. A nonzero
value of «, could produce significant magnitudes of transverse
force, which could be used in turning and pitching, as well as
rolling maneuvers. There have been some experimental studies
that have examined the effect of this parameter [55]-[58]. In a
study of hover modes by Freymuth [55], it was shown that the
angle of the hover jet (and, therefore, the direction of the thrust
vector) could be manipulated quite easily using this parameter.
Further understanding of this parameter is needed, however, es-
pecially with regard to its effect on the hydrodynamic forces.
Hover modes (for which U,, = 0), which are relevant to
low-speed maneuvering hydrodynamics also need further ex-
amination. In addition to the experimental work of Freymuth
[55], [59], hover modes for 2-D foils have been examined by
Gustafson and Leben [60], Wang [61], and Mittal er al. [49].
One key finding from the study of Wang [61] was the rapid in-
crease in the hydrodynamic force with heave amplitude h] up to
about h] = 2, beyond which the force was relatively insensitive
to this parameter. This result is in line with the findings of Frey-
muth [55]. Mittal et al. [49] simulated the flow associated with
an elliptic airfoil in hover. The primary variable in their study
was a1, which was varied from 30° to 75°. The simulations in-
dicated that variation in the pitch amplitude produced a range of
wake topologies (see Fig. 7). For a; = 45°, an inverse Karman
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(%
(iif)
Fig. 7. Wake topologies for a flapping foil in hover computed in Mittal et al.

[49]. (i) Vortex street for cvy = 45°, (ii) vortex dipoles for vy = 60°, and (iii)
pair of vortex dipoles at oy = 75°.

=

vortex street was generated, which was associated with optimal
thrust production, as estimated by the ratio of the mean thrust
and the root-mean-square (rms) transverse force

Experiments clearly show that vortex dynamics in the wake
often hold the key to the performance of flapping foils [3], [49],
[51], [52], [55]. However, as noted earlier, the RANS approach
does not naturally lend itself to simulation and analysis of wake
topologies. Flow separation, which usually precedes the forma-
tion of the wake, is not easily predicted using RANS. Most
RANS computations coarsen the grid rapidly away from the
wall and in the wake, and rely on numerical dissipation to damp
out the vortex structures. Tuncer and Platzer [19] have attempted
to use Lagrangian tracers in conjunction with their RANS com-
putations to visualize the wake topology and provide some qual-
itative validation of their computational methodology. However,
direct visualization of the wake topology through an adequately
resolved vorticity field is highly desirable and DNS, LES, and
DES type techniques are well suited for this purpose.

Most past studies of flapping foils, due to their focus on
propulsion, have limited themselves primarily to understanding
the dependence of mean thrust and efficiency on the foil pa-
rameters. However, the magnitude of oscillatory components
of both the thrust and transverse (lift) force on the foil can often
be significantly larger than the mean values. Due to their large
magnitudes, these oscillatory components could significantly
affect the dynamics and control of an AUV powered by flapping
foils [62]. It is, therefore, crucial to parameterize the oscillatory
components of force in addition to the mean components.

Finally, the focus of past studies has primarily been on foils
undergoing flapping motion. However, as discussed by Walker
and Westneat [63], flapping motion is relevant for energy-ef-
ficient operation, such as is required during cruising, whereas
rowing is more relevant to slow speed, maneuvering (starting,
stopping, yawing, etc.) motion. Recent blade-element compu-
tations of Walker and Westneat [64] indicate that even though
flapping motion is more efficient at all flow speeds, higher thrust

can be generated at low speed through a rowing motion. How-
ever, little is known about the wake topologies and other flow
details for fins undergoing a rowing motion. This aspect could
be easily investigated through viscous flow simulations.

B. Three-Dimensional (3-D) Flapping Foils

We focus now on computations of 3-D flapping foil, which
have more relevance in the context of low-speed maneuvering
biohydrodynamics. For such foils, the aspect ratio (AR), defined
as (span)?/(area), also has to be considered. It should be noted
that many highly maneuverable fish have relatively low AR fins.
For instance, mean ARs of the pectoral, dorsal, and anal fins
for a boxfish Ostracion meleagris have been measured to be
1.9, 1.5, and 1.7, respectively [65], and those of a striped surf-
perch were found to be in the 1.8-2.5 range [4]. Furthermore,
fish fins usually have highly complex 3-D planforms. There are
relatively few computational studies of 3-D flapping foils, pri-
marily because such computations tend to be highly complex
and expensive. Liu and Kawachi [67] were one of the first to
perform viscous flow computations of 3-D flapping foils. The
configuration chosen in this study attempted to match the exper-
iments of Van den Berg and Ellington [68]. In this experiment,
a mechanical flapper was used to study the fluid dynamics of a
hawkmoth wing, which had a relatively complex 3-D planform.
The Reynolds number (Re) and frequency parameter (k) were
4000 and 0.74, respectively, and a relatively coarse mesh with
72 000 points was used. The computations were validated quali-
tatively by comparing with the smoke visualizations of Van den
Berg and Ellington [68]. The computational study was used to
examine the role of leading edge vortices on the force produc-
tion. In a similar vein, Ramamurti et al. [10] have simulated the
flow generated by a 3-D foil in hover where the flow configura-
tion matches the Drosophila melanogaster wing experiments of
Dickinson et al. [69]. These computations are primarily inviscid
although, interestingly, comparisons with viscous simulations
seem to indicate that viscous effects are not significant [10].
Computations are validated quantitatively by comparing com-
puted forces against experimental measurements. This study ex-
amines the effect of phasing between translational and rotational
motions and confirms the findings of Dickinson et al. [69] that
rotational mechanisms play an important role in the production
of hydrodynamic forces. Mittal ef al. [70] have examined the
vortex structures in the wake of low-aspect ratio heaving foils
and have found that the wakes of such foils are dominated by
vortex loops.

Perhaps the most ambitious simulations of 3-D flapping foils
to date are those of the bird wrasse pectoral fin by Ramamurti et
al. [71], which attempt to match the experiments of Walker and
Westneat [66]. The pectoral fin kinematic data extracted from
the experiments has been used to develop a realistic computa-
tional model of the 3-D flexible pectoral fin. Steady, quasisteady,
and unsteady viscous flow computations have been carried out
and the computed hydrodynamic forces have been correlated
with the formation of flow structures in the vicinity of the pec-
toral fin. Since no detailed fluid flow measurements were made
for the swimming fish in the experiment of Walker and West-
neat [66], strong validation of the computations could not be
provided. Simulation of four cycles of the pectoral fin motion
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Fig. 8.

required about 15 h on eight processors of a 400-MHz R12K
SGI Origin 2000 [72].

Simulations of realistic and highly complex configurations.
such as the bird wrasse by Ramamurti ez al. [71]. certainly point
to the growing role that computational modeling will play in
biohydrodynamics. However, due to the many complex features
that are simultaneously included in these models, it generally is
quite difficult to extract clear insight into the underlying flow
mechanisms and to delineate flow features/mechanisms that are
universal from those that are specific to a particular configura-
tion. Recent digital particle image velocimitry (DPIV) experi-
ments of live swimming fishes by Drucker and Lauder [3] indi-
cate that vortex rings are a dominant feature in the pectoral fin
wake. It would, therefore, be of interest to examine wake topolo-
gies of 3-D flapping foils and connect these wake topologies to
optimal thrust conditions, as has been done for 2-D flapping foils
[9]. The fin planform and aspect-ratio are also important factors
for 3-D flapping foils and recent experiments [63], [73], [74]
have examined the correlation of fin shape with performance.
The experiments of Combes and Daniel [73] with a spotted rat-
fish (Hydrolagus colliei) suggest that the AR as well as the pro-
portion of area in the outer one-fifth of the wing can characterize
the hydrodynamic performance of the flapping fin. Computa-
tional modeling is ideally suited for examining this issue fur-
ther, since confounding variables can be effectively eliminated
in these models.

C. Effect of Fin Flexion

Fins of most small highly maneuverable fish tend to be highly
flexible. Fin flexion, when controlled actively, allows for on-de-
mand morphing of the fin and can provide precise control over
a large operational envelope. The recent study of Combes and
Daniel [73] indicates that flexion in the pectoral fin of a ratfish
reduces the thrust and increases the efficiency. Apart from this,
little work has been done to understand the penalties/benefits of
fin flexion. This issue is another that is well suited for investiga-
tion through computational modeling. In computational models,
flexion can be varied in a systematic manner in order to examine
its effect on fin performance. Inclusion of flexion would require
a two-way coupled solution procedure and would have to in-
corporate an appropriate constitutive model for the fin material.
Examples of flexible foil simulations include [75] and [76]. In
the work of Grant [76], simulations of flow past flexible foils
are being carried out using a Lagrangian vortex method [77].
In this study, the simulations are being used to examine the ef-
fect of forced oscillatory flexing in a foil and Fig. 8 shows some
qualitative results from these ongoing simulations.

D. Full-Body Hydrodynamics

The presence of the body can potentially have a significant
effect on locomotor performance, especially during maneu-

Sequence of spanwise vorticity contour plots for flow past a flexible foil computed using a Lagrangian vortex method [76], [77].

(a) (b)
Fig. 9. Comparison of computed flow past tail fin (a) without and (b) with
upstream dorsal fin.

vering motions. However, relatively little work [54], [71] has
been done in using numerical simulations to study full-body
hydrodynamics. The issue of body—fin interaction, therefore,
remains open and needs to be investigated through simulations
and experiments. Due to the computational costs associated
with simulating full body hydrodynamics, RANS and DES
seem best suited for this purpose. These modeling techniques
can be used to identify critical regions in the parameter space,
which can then be subjected to detailed study through LES and
DNS.

E. Biologically Inspired Active Control

This is another area that is of importance in biomimetic hy-
dromechanical systems. Consider, for example, the bluegill sun-
fish (Fig. 1), which has been the subject of investigation by
Drucker and Lauder [3]. Based on DPIV data, Drucker and
Lauder have hypothesized that vortex structures shed by the soft
dorsal fin (indicated by an arrow in Fig. 1) could enhance the
thrust of the tail fin. This hypothesis has been examined through
2-D numerical simulations by Akhtar [78]. Kinematic data from
the experiments [3] has been used to set up a simulation of flow
past two flapping foils so as to mimic the interaction of the
soft-dorsal and tail fins. These simulations employ a Cartesian
grid method [39], [40] wherein the simulations are carried out
on a stationary Cartesian grid.

Thrust and efficiency of the tail fin with and without the up-
stream soft-dorsal fin has been computed and compared. In the
2-D simulations, the thrust and efficiency of the tail fin is found
to increase by about 100% and 50%, respectively, thereby pro-
viding strong support for the hypothesis of Drucker and Lauder
[3]. The simulations indicate that the vortex structures from the
dorsal fin increase the apparent pitch angle of the tail fin at
mid-stroke (see Fig. 9). This leads to the formation of a large
leading edge vortex that stays attached to the fin and increases
the thrust on the foil. The 2-D simulations do not account for all
the effects that are expected to be present in this flow and 3-D
simulations with more realistic geometries would be needed to
further verify these findings. In general, however, such thrust
augmentation strategies could potentially have large payoffs in
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engineered biomimetic systems where even small increases in
efficiency could translate to larger payloads and/or extended op-
erational envelope.

IV. CONCLUSION

Computational modeling and simulation of biohydrodynamic
flows is still in its infancy. Computational modeling gives us the
ability to eliminate confounding variables and isolate effects and
mechanisms associated with chosen parameters. Computations
also provide detailed full-field information about the flow. Due
to this, it is expected that computational modeling will play an
increasing role in the analysis of these flow configurations in the
future. In addition to inviscid and RANS/URANS modeling that
has been the norm in this area, it is expected that more accurate
modeling techniques, such as DES, LES, and DNS, will also
be brought to bear on these problems. These techniques provide
significantly more information about the flow, which is essential
for understanding the flow physics. Due to the complex geome-
tries involved, unstructured grid method will be more widely
employed than body-conformal structured grid methods. In ad-
dition, Cartesian grid/immersed boundary methods are also ex-
pected to find extensive use in computational modeling of bio-
hydrodynamic configurations. Systematic and comprehensive
validation remains a crucial component of these computational
investigations and requires that quantitative fluid flow data, such
as that extracted from DPIV, be available from experiments.

The following key areas/issues in biohydrodynamics have
been identified in which progress could be made using compu-
tational modeling:

* further parameter survey of 2-D flapping foils;

* parameterization of oscillatory components of forces on
flapping foils;

* performance and wake topologies of 3-D foils, including
systematic investigation of AR and planform effects;

 examination of hovering and rowing motions, which are
relevant to low-speed maneuvering biohydrodynamics;

* penalties/benefits of fin flexion;

* biologically inspired active control strategies.
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