
Dynamics of Airfoil Separation Control Using
Zero-Net Mass-Flux Forcing

Reni Raju∗ and Rajat Mittal†

The George Washington University, Washington, D.C. 20052

and

Louis Cattafesta‡

University of Florida, Gainesville, Florida 32611

DOI: 10.2514/1.37147

Zero-net mass-flux jet based control of flow separation over a stalled airfoil is examined using numerical

simulations. Two-dimensional simulations are carried out for a NACA 4418 airfoil at a chord Reynolds number of

40,000 and angle of attack of 18 deg. Results for the uncontrolled flow indicate the presence of three distinct natural

time scales in the flow corresponding to the shear layer, separation bubble, and wake regions. The natural

frequencies are used to select appropriate forcing frequencies, and it is found that forcing frequencies closer to the

separationbubble frequency elicit the best response in terms of reduction of separation extent andan improvement in

aerodynamic performance. In contrast, higher forcing frequencies closer to the natural shear layer frequency tend to

enhance separation. The vortex dynamics and frequency response of flow are examined in detail to gain insight into

mechanisms underlying the observed behavior.

I. Introduction

B OUNDARY layer control can significantly improve the
aerodynamic performance of lifting bodies while increasing the

range of prestall angle of attack. Controlling and modifying the
inherent instabilities in the boundary layer is a means of effective
flow control, and one way to achieve this is through periodic
excitation [1–3]. Periodic forcing using zero-net mass-flux actuation
can either control/delay boundary layer separation or lead to global
modification of the flow to generate lift while reducing drag [2,4–7].
It is generally understood that the periodic entrainment and expulsion
of the outer fluid, resulting from enhanced vortex formation, leads to
a periodic addition of momentum or cyclic oscillations to a
separating boundary layer, thereby improving its ability to overcome
an adverse pressure gradient [8]. Studies show that these devices
improve aerodynamic performancewith significantly less addition of
momentum as compared to steady blowing [2].

It is known that the key control parameters for sinusoidal
excitation are the jet frequency fJ and jet velocity VJ (which is
usually characterized by either the peak or rms jet velocity during the
expulsion phase of a cycle). Several past studies have targeted key
issues such as effective forcing frequencies [2,5,9,10] and
momentum coefficient [2,5,6], which are of course dependent on
the above control parameters. In addition, researchers have also
investigated parameters such as actuator waveforms [10–12] and
placement [2,6], relative direction [13], vorticity flux [14], and
curvature effects [15]. Control authority varies monotonically with
the ratio of jet velocity to freestream velocity VJ=U1 up to a point
where a further increase completely disrupts the boundary layer. The
effectiveness of the forcing can also be improved by placing the jet
just upstream of the separation point [6]. In contrast to the jet

velocity, however, control authority has a highly nonmonotonic
variation with dimensionless frequency F� � fJ=fn, where fn is
some natural frequency in the baseline uncontrolled flow. In the past,
fn was usually assumed to be associated with the time scale of the
separation region [2,11]. However, studies have found a large range
of F� values that provide effective control [16]. This suggests that
there is more than one natural time scale in these flows and that all of
the physical mechanisms governing zero-net mass-flux (ZNMF)-
based separation control are not yet fully understood.

As pointed out by Mittal and Kotapati [16], depending on flow
conditions, there are at least three natural frequencies occurring in a
separated airfoilflow.Typically at low angles of incidence,where the
flow remains attached to the airfoil, only the global instability
causing Kármán vortex shedding exists with a characteristic
frequency fwake. At higher angles of incidence due to the presence of
an adverse pressure gradient, separation may occur and the flowmay
or may not reattach. In the latter case, there are at least two natural
frequencies, fwake and fshear, and the latter is due to the Kelvin–
Helmholtz-type instability of the separated boundary layer. On the
other hand, if the flow does reattach before the trailing edge, a third
frequency scale fsep, corresponding to the separation bubble, may
also be present. This frequency is associated with the periodic release
of vortices from the separation region.

Each of the above frequency scales is governed by distinct scaling
laws. Thewake frequency scales as fwake �Uwake=Wwake [17], where
Uwake is the flow velocity outside the wake and Wwake is the
characteristic width of the wake. Similarly, the separation bubble
frequency scales as fsep �U1=Lsep, where Lsep is the length of the
separation bubble. The shear layer, if it evolves away from the

influence of a wall, scales as �U=� [18], where �U is the average
velocity in the shear layer and � is the momentum thickness just
upstream of separation. However, in situations where the shear layer
separates and reattaches there might be lock on of fshear to fsep
through subharmonic resonance [19]. It is therefore plausible to
hypothesize that the optimal forcing frequency, defined as the
frequency that minimizes the extent of the flow separation region,
depends on these three characteristic frequencies, �fJ�optimal�
fn�fshear; fsep; fwake�.

The question therefore remains as to which frequency or
frequencies determine the most effective jet frequency and what is
(are) the underlying physical mechanism(s) responsible for this.
Mittal and Kotapati [16] reviewed the possibility of a wide range of
optimal values of F� based on the various definitions used by
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researchers. Note that F� is equivalent to a Strouhal number when
defined as F� � fJlc=U1 � St, where lc is an appropriate length
scale in the flow configuration. Studies show that for lc � c, the
chord length, optimal values range from 0.55 to 5.5 [20–26]. For
lc � XTE, the distance from the actuator to the trailing edge, this
range is found to be 0.5 to 2.0 [5,27,28], while for lc � Lsep optimal
values range from 0.75 to 2.0 [2,11,29].

Figure 1 shows a schematic of the aforementioned length scales
for a generic airfoil. In general, F� �O�1� is found to provide
effective flow control. However, in certain cases F� �O�10� has
also shown to result in improved aerodynamics performance [6]. In
contrast to the above studies, Wu et al. [9] argued that for poststall
cases, the optimal control frequency should be a harmonic of fwake.
Because of the ability of the shear layer to respond to a broad range of
frequencies a suitable choice for F� can allow both the vortex
shedding and shear layer to lock on to the forcing frequency or its
superharmonics. Hence there is still a need for further investigation
of the nonlinear interactions of natural instabilities to the forcing
frequency. Mittal and Kotapati [16], Mittal et al. [30], and Kotapati
et al. [31] presented a novel configuration for investigating flows
with these three distinct frequency scales, which consists of a
separated flow over a thick elliptic plate. In their studies, it was found
that forcing the jet at fsep provided the most effective means of
suppressing separation, with the shear layer and separation zone
locking on to the forcing frequency or its subharmonic. On the other
hand, when forcing was provided at frequencies higher than that of
the shear layer, no improvement in separation control was obtained.

The shear layer instabilities of a flow over an airfoil during
incipient stall are likely to be highly receptive to forcing, and in the
present work we examine these issues for a conventional separated
airfoil flow. The primary focus is to examine in detail the flow
physics associated with stall and its response to the forcing at
different frequencies. For this purpose we have chosen a 2-D
NACA 4418 airfoil for which experimental drag data are available
from Zaman and Culley [32]. They examined the effect of forcing
frequency and velocity amplitude for a single jet location on poststall
cases at high angles of attack. In the present work we have chosen a
poststall case at a moderately high angle of attack � of 18 deg where
the separated flow exhibits reattachment. This flow does indeed
contain all three characteristic frequencies and thus permits an
examination of the complex nonlinear vortex dynamics of the
baseline and forced flow. To accomplish this, flow control is
investigated over a range of frequencies, and the effects of two
distinct jet locations are also investigated.

II. Simulation Overview

The simulations employ a sharp interface immersed boundary
method (IBM) developed by Ghias et al. [33,34]. The method allows
for simulation of compressible flow with immersed bodies on body
nonconformal grids. The governing equations used are the unsteady,
viscous, compressible Navier–Stokes equations written in terms of
conservative variables. The equations are transformed to a
generalized curvilinear coordinate system, while maintaining the
strong conservation form of the equations [35]. They are discretized
in the computational domain with a cell-centered arrangement using
a hybrid, second-order central-difference quadratic upwind

interpolation for convective kinematics (QUICK) scheme [36],
which allows for precise control of the numerical dissipation. The
diagonal viscous terms are treated implicitly using aCrank–Nicolson
scheme wherein all the other terms including the convective terms
and cross terms are treated explicitly using a low-storage, third-order
Runge–Kutta scheme [37]. Use of this mixed implicit–explicit
scheme virtually eliminates the viscous stability constraint which can
be quite severe in simulation of viscous flows. The resulting
equations are solved by a line successive overrelaxation iterative
method [35]. The IBM method is used to simulate flow past an
immersed boundary on structured curvilinear grids that does not
conform to the shape of the boundary and allows us to simulate the
airfoil flow on a single-block mesh with no branch cuts. This
topology maintains good grid quality in the entire domain.
Validation and accuracy tests of this solver against experiments and
numerical simulations have been presented elsewhere [33,34].

The 2-D airfoil configuration chosen for the current study is shown
in Fig. 2. The airfoil is a NACA 4418 section similar to the
experimental setup of Zaman and Culley [32]. The chord Reynolds
number based on the freestream velocity is Rec � 40; 000, which
matches the experiment. The current simulations are carried out on a
nominal 386 � 158 grid on a domain size 7c � 8c. Figure 3 shows
the curvilinear grid topology used for the current study. The free-
stream velocity U1 is prescribed at the inflow, whereas a non-
reflecting boundary condition is used at the exit that allows the vortex
structures to be convected outwithminimal spurious reflections. Slip
boundary conditions are prescribed at the top and bottomwallswhich
are placed at a sufficient distance from the airfoil surface.

For the control cases, the ZNMF actuator is modeled by providing
an oscillatory boundary condition on the airfoil surface at a distance
x� � xJ=c from the leading edge of the form VJ�t��
V0 sin�2�f�J t�, where V0 is the amplitude and f�J � fc=U1 is the

Fig. 1 Schematic showing the length scales used to identify the

dimensionless frequency F�.

Fig. 2 Schematic of the airfoil configuration.

Fig. 3 Topology of the grid used in current simulation with grid size of

384 � 157.
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forcing frequency. The forcing is provided over a jet width w� �
wJ=c along the airfoil surface, which is equivalent to five grid points
for the nominal grid. It should be mentioned here that the current
method is only an approximation of a synthetic jet. However,
including the cavity and slot in the simulations adds significantly to
the overall computational cost due to the high resolution required to
resolve the internal flow dynamics. Parallel work is being carried out
in this regard to develop reduced order models which can accurately
represent the characteristics of a synthetic jet [14,38,39]. Because the
focus of the current study is to investigate the effect of forcing
frequency on the nonlinear flow dynamics and we are not modeling
any particular actuator, the very basic, top-hat representation of the
ZNMF jet is chosen. A similar methodologywas also adopted byWu
et al. [9] and such approximation has also been used by others in the
past [40]. It should be noted, however, that the precise effect of
modeling the actuator flow on flow control is not fully understood
and this needs to be taken into account while interpreting the
quantitative results of the study. All the flow-control simulations are
based on a baseline flow configuration at an angle of attack,
�� 18 deg. A summary of the cases is listed in Table 1. Each
simulation typically requires about 60–70 h of CPU time on a 20
processor Intel®Xeon computer.

Sensitivity of the results to the grid and domain has also been
examined for the baseline case. Grid dependence studies where the
flow is simulated on a finer 497 � 218 grid, such that resolution
around the airfoil is nearly twice that of the nominal grid, show that
themean lift variation changes by less than 1%while themean drag is
within 4% of the value computed on the nominal grid. Increasing the
total domain size by 75% showed that the variation in mean drag and
lift were within 4.5% and 3%, respectively. Further details of these
studies can be found in [41]. As will be discussed in the next section,
the computed results are also compared with experimental data to
further establish the fidelity of the current simulation setup.

III. Results

A. Baseline Uncontrolled Case

The focus of the current study is to examine separation control
over a stalled airfoil. As a first step, two-dimensional simulations of
flow over the NACA 4418 airfoil have been carried out over a range
of angles of attack and the computed drag coefficients are compared
to the experimental results [32]. The results, which are shown in
Fig. 4, indicate that the 2-D simulations lead to a reasonable
prediction of the drag coefficients up to �� 20 deg. For higher
angles, the 2-D calculations tend to overpredict the drag indicating
the presence of strong three-dimensional effects in the experimental
flow [42]. Comparison of the lift coefficients at different � indicates
that the airfoil begins to stall for � > 16 deg. Based on these results,
the �� 18 deg case is chosen as the baseline case for investigation
of separation control. The advantage of choosing this case is that it
affords an opportunity to examine the control of separation of a
stalled airfoil using affordable 2-D numerical simulations.

Figure 5 shows the instantaneous spanwise vorticity plot at four
different instants for the baseline uncontrolled case during one

convective time interval over the airfoil. At this angle of attack, the
presence of an adverse pressure gradient causes the boundary layer to
separate near the leading edge. The plots show the presence of two
shear layers, one near the point of separation and the other at the
trailing edge. The leading-edge shear layer undergoes a Kelvin–
Helmholtz-type instability and rolls up into small clockwise rotating
vortices. These vortices merge due to the deceleration of the fluid
beyond the point of separation and form larger clockwise vortices
which eventually release from the separation region and convect
downstream. It should be noted that the shear layer undergoing
separation is unsteady and hence the separation point is not fixed. At
the trailing edge, the pressure side boundary layer separates and rolls
up into counterclockwise vorticeswhich, togetherwith the clockwise
vortices from the suction side, form the “wake” of the airfoil.
Defining the edge of the wake to be where the mean velocity reaches
99%ofU1, thewidth of thewake at half-chord distance downstream
of the trailing edge is found to be approximately 0:85c. The time-
averaged streamlines shown in Fig. 6 give some idea of the extent of
separation. The flow separates near the leading edge of the airfoil at
about x� � 0:032 and reattaches in the mean at about x� � 0:75,
where x� � x=c. The separation bubble formed due to the adverse
pressure gradient therefore has an approximate length, Lsep � 0:72c
and height, Hsep � 0:07c. Furthermore, as shown in the inset, a
secondary recirculation region is also formed and it extends from
x� � 0:09 to 0.26.

To gain insight into the time scales associated with the various
features of this flow, we examine the temporal variation of the

Table 1 Forcing parameters and response of the forced cases

Case f�j x�j w�j Response type �Cl=Cl, % �Cd=Cd, %
��Cl=Cd�
�Cl=Cd� , %

1 0.5

0.024 0.012

I 8 13 �5
2 1.0 ��f�wake�

II

10 �28 52
3 1.5 4 �34 58
4 2.0 ��f�sep� 1 �39 64
5 3.0 5 �35 60
6 4.0 5 �34 59
7 6.0 7 �7 15
8 8.0

III
4 28 �19

9 10.0 �4 30 �27
10 12.0 ��f�SL� �8 39 �34
11 2.0

0.070 0.019
—— �4 �24 27

12 10.0 —— 1 21 �17

Fig. 4 Variation of drag coefficient as a function of � compared with

experimental data.

RAJU, MITTAL, AND CATTAFESTA 3105



cross-streamvelocity at three locations indicated by circles in Fig. 5a.
The streamwise locations of these probes are x� � 0:14, x� � 0:46,
and x� � 1:22, which correspond to the regions influenced by the
shear layer, separated vortices, and wake, respectively. Figure 7a
shows the temporal variation of the cross-stream velocity
corresponding to the shear layer and it can be seen that due to the
highly stochastic nature of the flow, the corresponding power
spectrum, shown in Fig. 7b, cannot clearly identify a dominant
frequency in this region. For this reason we use a two-step approach
for identifying the characteristic frequency in a particular region. The
first method identifies the dominant frequency range using a
probability density function (PDF) approach, and the secondmethod
averages the windowed power spectra to reduce the random
variations in the spectrum.

In the PDF-based approach, the consecutive maxima and minima
in the temporal variation of the cross-stream velocity temporal
variation shown in Fig. 7a are first identified. Once these peaks and
troughs are known, the time intervals �� between all consecutive
maxima and all consecutiveminima are calculated for thewhole time
series. We now associate a nondimensional oscillation frequency

with each of these time intervals as f�PDF � c=�U1���, resulting in a
distribution of f�PDF. Using a built-in function (dfittool) in
MATLAB®, the PDF of these frequencies is calculated as shown in
Fig. 7c. Based on this estimate, the most probable frequency of
oscillation is estimated. Note that this method deemphasizes the
cycle-to-cycle changes in amplitude andworkswell for the relatively
complex temporal variation that is observed here. The nonparametric
fit of the probability density function estimates the most probable
frequency in the shear layer to be f�PDF � 11:3.

The second methods divides the time series into a number of
overlapping windows (window size tU1=c� 1 with 50% overlap)
and the average power spectrum is recalculated using the fast Fourier
transform for all these windows. The time series contains 14,000
points with �tU1=c� 0:0002, resulting in more than 50 windows
for each case. The resulting power spectrum (Fig. 7d) indicates that
f�shear � 12:0, wheref� � fc=U1. The spectrum also shows a larger
peak at f� � 5, but this frequency is related to subharmonics and/or
lower-frequency modulations of the shear layer due to the separation
bubble. Note that the instantaneous spectrum in Fig. 7b also shows a
peak at this frequency.

Fig. 5 Transient instantaneous uncontrolled flow over one convective time interval, t=T � 0 a), 0.25 b), 0.5 c), and 0.75 d). Dashed and solid lines

represent clockwise and counterclockwise vorticity.
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Using the same techniques (PDF-based as well as ensemble
averaged spectrum), the separation bubble and wake frequencies
have been identified as f�sep � 2 and f�wake � 1, respectively, and
these are shown in Fig. 8. Note that due to the stochastic nature of the
flow, the values calculated are approximate involving an uncertainty
of around 2–10%. This uncertainty was estimated by determining the
variation based on different window sizes with the current average
value.

B. Zero-Net Mass-Flux Forcing

Because the characteristic frequencies for this flow range from
1.0–12.0, the frequencies of the forced flow cases (listed in Table 1)
have been chosen such as to encompass this range. Cases 1–6 are
chosen such that f�J �m 	 f�sep, where m� 1=4, 1=2, 3=4, 1, 3=2,
and 2. Note that although these cases have been chosen primarily
based on f�sep, they are not necessarily its sub- or superharmonic (e.g.,
cases 3 and 5). It should also bementioned that since f�sep � 2 	 f�wake,
the forcing frequencies in the current cases can also be related to
f�wake. Cases 8–10 are chosen to be close to the shear layer frequency
f�shear. The effect of the location on forcing is examined by placing the
ZNMF jet inside the separation bubble in cases 11 and 12. For all the
cases, we choose V0=U1 � 0:1which leads to values of momentum

Fig. 7 a) Temporal variation of cross-stream velocity at probe locations x� � 0:14 and its b) corresponding power spectrum; c) PDF with a

nonparametric fit, and d) averaged power spectrum identifying f�shear.

Fig. 6 Time-averaged streamlines of the uncontrolled flow.
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coefficient, C� � 1:2 � 10�4–1:9 � 10�4. The momentum coeffi-
cient here is defined as

C� � �wJ
Z
T=2

0

VJ�t�2 dt=�0:5Tc�0:5�U2
1��

where � is the density, T is the time period, VJ�t� is the spatial-
averaged velocity during the expulsion phase of a cycle, andwJ is the
jet width [6].

The effect of forcing on the flowfield is demonstrated in Fig. 9
which shows the streamwise velocity contours as well as the velocity
vectors. During peak expulsion it can be clearly seen that the
boundary layer formed on the airfoil surface in the proximity of the
jet is thicker than during peak ingestion. This follows the
characteristics of a synthetic jet adding or removing momentum to/
from the external boundary layer via periodic forcing. The vector
fields also show that the magnitude of the forcing is significantly
lower than the incoming velocity.

Fig. 8 Temporal variation of cross-stream velocity at probe locations a) x� � 0:46 and b) x� � 1:22. Corresponding power spectra showing the
frequencies for c) separation bubble and d) wake.

Fig. 9 Plots showing the streamwise velocity contour and velocity vectors for f�J � 2:0, x�J � 0:024 during peak a), expulsion b) ingestion in the

proximity of the jet, represented by a solid line.
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1. Forced Flow Characteristics

Figure 10 shows the instantaneous spanwise vorticity for all the
forced flow cases at the same instant after forcing is initiated. The
flow is analyzed after the initial transients related to the forcing are
completely eliminated, which occurs after nearly five convective
times or 5c=U1. The response of the separated flow to different
forcing frequencies can be categorized in three categories as
indicated in Table 1. In the first category, type I, which consists only
of the low frequencyf�J � 0:5 case,wefind that the forcing increases
the size of the vortices formed in the separation region but otherwise
has little effect on the angle at which the shear layer departs from the
airfoil surface. The increase in the size of the vortices is a direct
consequence of the flow adjusting to a larger time scale
corresponding to the forcing.

The second category, type II, consists of cases where forcing
ranges from f�J � 1:0 to 6.0, which is the range closely surrounding
the f�sep values of 2.0. As can be see from Figs. 10b–10f, the vortices
in the separations region tend to remain attached over a greater length
of the airfoil. What is noticeable is that as f�J increases for these
cases, there is a corresponding increase in the tendency or ability of
the shear layer to produce discrete vortices. These vortices are able to
convect downstream before merging with one another and
eventually form the wake. This corresponds to the observations by
Amitay and Glezer [43] that O�1� forcing causes formation of

vortical structures which scale with the separated region and results
in a Coanda-like deflection of the shear layer toward the surface.

Figures 10h–10j correspond to the third category, type III, of
cases. For these cases, forcing at frequencies which are close to the
shear layer frequency leads to the formation of a number of small
discrete vortices in the shear layer which merge to form a strong
clockwise vortex which is larger in scale than the separation vortices
seen for the unforced flow. The shear layer also seems to extend in a
direction tangent to the direction of separation. Figure 10g shows that
f�J � 6:0 is a transitional case with behavior that has characteristics
of both the second and third categories. On the other hand, placing
the jet within the separation bubble does not seem to have a
significant effect on the flow as seen in Figs. 10k and 10l. When
compared with the flow pattern of the baseline case, see Fig. 5, the
flow at f�J � 2:0 and x�J � 0:070 does not seem to exhibit effect of
control, whereas at this location forf�J � 10:0 theflowpattern seems
very similar to when the jet is placed ahead of the separation bubble,
Figs. 10i and 10l.

Mean streamlines seen in Fig. 11 show the effect of forcing on the
mean separation bubble characteristics. It is seen that for the range of
f�J � 1:0 � 4:0 and x�J � 0:024, the length of separation bubble is
reduced by nearly 35–87%, respectively, whileHsep is reduced over
the range of 70–90% for these cases. However, for the case with
f�J � 0:5, the length of the separation bubble remains unchanged

Fig. 10 Instantaneous spanwise vorticity showing the effect of forcing corresponding to a) f�J � 0:5, x�J � 0:024; b) f�J � 1:0, x�J � 0:024; c) f�J � 1:5,
x�J � 0:024; d) f�J � 2:0, x�J � 0:024; e) f�J � 3:0, x�J � 0:024; f) f�J � 4:0, x�J � 0:024; g) f�J � 6:0, x�J � 0:024; h) f�J � 8:0, x�J � 0:024; i) f�J � 10:0,
x�J � 0:024; j) f�J � 12:0, x�J � 0:024; k) f�J � 2:0, x�J � 0:070; and l) f�J � 10:0, x�J � 0:070 as compared to the baseline case shown in Fig. 5.
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and there is an increase in its height by nearly 21%as seen in Fig. 11a.
This increase is commensurate with the larger vortices that are
formed due to the lower-frequency forcing. On the other hand,
forcing at f�J � 8:0, 10.0, and 12.0 increases the size of the
recirculation region, which now extends over most of the surface of
the airfoil due to the presence of larger separating vortices, seen in
Figs. 11h–11j. Note that f�J � 3:0 and 4.0 show hints of trailing-
edge separation which becomes more prominent at the frequency of

f�J � 6:0, see Fig. 11g, before fully manifesting as a large scale
separation at higher frequencies.

Changing the location to x�J � 0:070 at f�J � 2:0 leads to a 40%
reduction in Lsep compared to the baseline case, while there is a
corresponding decrease inHsep by nearly 57%, as shown in Fig. 11k.
This suggests that forcing at frequencies close to f�sep ahead of the
unstable shear layer generates a better response in controlling
separation than placing the jet inside the separation bubble. It might

Fig. 11 Time-averaged streamlines showing the effect of forcing corresponding to a) f�J � 0:5, x�J � 0:024; b) f�J � 1:0, x�J � 0:024; c) f�J � 1:5,
x�J � 0:024; d) f�J � 2:0, x�J � 0:024; e) f�J � 3:0, x�J � 0:024; f) f�J � 4:0, x�J � 0:024; g) f�J � 6:0, x�J � 0:024; h) f�J � 8:0, x�J � 0:024; i) f�J � 10:0,
x�J � 0:024; j) f�J � 12:0, x�J � 0:024; k) f�J � 2:0, x�J � 0:070; and l) f�J � 10:0, x�J � 0:070 as compared to the baseline case shown in Fig. 6.
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also be possible that placement inside the separation bubble requires
a higher momentum coefficient to generate a similar response.
However, this possibility has not been explored for the current
study. On the other hand, high-frequency forcing at the same
location at f�J � 10:0, shown in Fig. 11l, has a similar behavior to
when the actuator is placed ahead of the separation bubble, as seen in
Fig. 11i.

The degree to which the vortices formed in the separation region
are brought closer to the airfoil surface also provides insight into
aspects of separation control for various cases. The mean vortex
trajectories followed by the separating vortices, shown in Figs. 12a
and 12b, give us an overview of this aspect of separation control.
These trajectories are calculated as regions with highest vorticity
concentration along the x direction, on the top surface of the airfoil.
For f�J � 2:0, x�J � 0:024, the discrete vortices are usually found to
be smaller as seen from the concentration of vorticity on the top of the
airfoil (see Fig. 10d), and they tend to move closer to the airfoil
surface, as seen in Fig. 12a. This is true for most of the cases in the
response category type II. On the other hand, at f�J � 0:5,
x�J � 0:024, the performance deteriorates in this regard because the
vortices travel farther from the airfoil surface with a trajectory that is
very similar to that of the baseline case. At higher frequencies the
vortices tend to follow an initial straight path and therefore detach
early from the airfoil surfacewith awider spread as seen forf�J � 8:0
and 12.0, x�J � 0:024 in Fig. 12a. Figure 12b shows that placing the
jet inside the separation bubble and operating it at f�J � 2:0 does not
improve the performance compared to the standard upstream
placement. On the other hand, operating at higher frequencies, that is,
f�J � 10:0, does not change these trajectories irrespective of the
location.

Based on these observations, a clearer picture emerges regarding
the flow response at the higher frequencies in the current
configuration. For the baseline uncontrolled flow, the shear layer
evolves in the vicinity of the separation region and its dynamics are
substantially modified by its proximity to the surface. In particular,
formation of the separation bubble vortices allows formixing of high
momentum outer flow into the separated region and tends to mitigate
to some extent the effect of the adverse pressure gradient,
consequentlymoving the shear layer closer to the airfoil surface. This
overall behavior is further enhancedwhen the forcing frequency is in
the vicinity of the natural separation bubble frequency and leads to
further reduction in separation. In contrast, when the shear layer is
forced at or close to its natural frequency it enhances the shear layer’s
ability to evolve relatively independent of the dynamics of the
separation region. Consequently, the shear layer moves in an almost
straight line from the point of separation, resulting in a larger

separation region over the airfoil. Thus, even though the effect of
forcing at higher frequency is not the desired one in the current
context, the effect is nevertheless interesting because it provides
further insights into both the uncontrolled and controlled flow cases.
There is a possibility that high-frequency forcing elicits a response in
the flow that is intrinsically three dimensional and can therefore not
be captured correctly in the current 2-D simulations. However, the
study of Kotapati [44] has shown that results from 2-D and 3-D
simulations for high-frequency forcing are similar in this regard,
which would tend to diminish this possibility.

It should also be recognized that in addition to the forcing
frequency, jet location, jet momentum coefficient flow Reynolds
number, and airfoil configuration also play a significant role in
determining the effect of the jet on the external flow. Thus, it is
possible that there might be situations where high-frequency forcing
results in separation reduction. In fact, Amitay et al. [6] show that for
their unconventional airfoil, the lift-to-drag ratio has a decreasing
trend as the forcing frequency is increased past F� � 1 but shows
higher values beyond F� � 12. In this context, while the results of
the current computations are necessarily limited in terms of the
parameter space, they would seem to confirm that the effect of
forcing at different frequencies is sensitive to these other parameters.
The simulations also suggest a flow behavior at high frequencies that
has not been described before and this merits further study in the
future.

The time-averaged pressure coefficient for the four representative
control cases is compared with the baseline case in Fig. 13a.With the
exception of the highest frequency case, the suction peaks for the
controlled cases are higher than the baseline case. The suction side
behavior of the case with f�J � 0:5 remains similar to the baseline
case. Overall, for the control case with f�J � 2, x�J � 0:024, smooth
pressure recovery is obtained until the trailing edge. For the casewith
f�J � 12:0 the suction peak is followed by a large plateau, extending
from x� � 0:2 to nearly the trailing edge of the airfoil. The trailing
edge shows higher pressure on the suction side in comparison to the
baseline case. As can be seen for f�J � 6:0, for nearly one-fourth of
the chord from the leading edge the pressure recovery is similar to the
f�J � 2:0 case, while for the remaining length it tends toward
f�J � 12:0, clearly marking this case as transitional from lower to
higher frequency condition.

Figure 13b compares the effects of actuator location on the
pressure recovery. For f�J � 2:0moving the jet inside the separation
bubble tends to decrease the suction peak and overall the recovery
shows a similar trend to the baseline case. On the other hand, for
higher frequencies the recovery does not vary much with the change
of location.

Fig. 12 Comparison of the time-averaged separating vortex trajectories for various a) frequencies and b) locations.
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2. Effect of Forcing on Temporal Characteristics of Flow

It is known that the shear layer is able to lock on to the forcing
frequency or its superharmonics, which is necessary for effective
shear layer control [9]. Figures 14 and 15 show power spectra for the
various forced cases, which allow us to examine the effect of forcing
frequency on the temporal characteristics of the forced flow. These
spectra have been offset in the vertical direction to separate them and
make themeasy to read. The shear layer, separation bubble, andwake
probe locations, where the spectra are computed, are similar to the
ones shown in Fig. 5a, with the exception of the separation bubble
location which varies for different frequencies. These corresponding
x� locations are provided in each of the spectral plots. The spectra are
computed from the temporal variation of cross-stream velocity over
28 convective time intervals at the respective locations. As seen from
the previous results the most effective forcing for reduction in the
separation bubble size is when f�J � 2, x�J � 0:024. We find that for
this case, the shear layer and the separation bubble show a distinct
lock on to the forcing frequency as seen in Fig. 14c. The wake,
however, shows a broad dominant peak around f� � 1, which
indicates that the wake retains most of its natural dynamics. For
f�J � 1 (shown in Fig. 14b) and the rest of the type II cases we
observe a similar behavior wherein the shear layer and separation
bubble always lock onto the forcing frequency. On the other hand,
forcing at lower frequency f�J � 0:5, as seen in Fig. 14a, does not
lead to any distinct lock on in any of the probed regions of the flow.

For f�J � 6:0 and cases lying in the response category III with
f�J > 6:0, Figs. 14d–14f show that although the shear layer locks on
to the forcing frequency, both the separation region and the wake
exhibit virtually no response to the forcing. This clearly implies that
the forcing is well outside the receptive range for these phenomena.
Interestingly though, the separation region and wake show very
similar power spectral shapes, indicating that these two regions have
effectively merged and no longer show distinct dynamics.
Furthermore, the dominant frequency in this region shifts to a
lower value of about 0.8 for f�J � 6:0 and 0.4–0.6 for f�J � 12:0.
This is consistent with the formation of large clockwise vortices on
the suction surface resulting from the merger of many shear layer
vortices. Thus, even though the high-frequency forcing does not
couple directly with the separation bubble or the wake, its effect on
these regions is quite substantial. Such a phenomenon is particularly
interesting since ZNMF jets can also be used for virtual-aeroshaping
effects [45,46]. It is important to emphasize that for virtual
aeroshaping to occur, the actuation frequency and amplitude should
be high enough such that there is an effective decoupling between the
forcing and the wake instabilities, resulting in an interaction region

that is time invariant [10]. Our current forcing frequencies and
amplitudes are not high enough to satisfy these conditions, and
therefore the virtual-aeroshaping effects are not produced here.

If the actuation location is shifted to x�J � 0:070, that is,
downstream of the separation point, while forcing at f�J � 2:0, the
separation bubble appears to lock on to the forcing frequency as seen
in Fig. 15a. However, unlike the case where the jet is placed ahead of
the separation point, the shear layer exhibits a broader peak around
the forcing frequency. This might indicate that the shear layer is
unable to lock on to the forcing at all times. One possible reason
could be insufficient forcing amplitude. Interestingly, unlike in the
previous case with f�J � 2:0, if the frequency is kept closer to the
shear layer frequency at this location, then the flow exhibits patterns
similar to forcing ahead of the separation point. Figure 15b shows
that shear layer exhibits response to both the high forcing frequency
and its superharmonics while the separation bubble and wake are not
locked onto the forcing frequency.

In general we observe that varying the forcing frequency has a
distinct effect on the dominant characteristics of the flow. Sinusoidal
forcing near the natural separation bubble frequency ahead of the
separation tends to modify both the shear layer and the separation
bubble characteristics without having a significant effect on the
wake. Thus, by locking onto the local instability of the flow it is
possible to control the leading-edge separation. In addition, this
instability is most receptive to forcing ahead of the separation as was
also observed in an earlier study [31]. However, when forcing is
applied at frequencies close to that of the shear layer, only the shear
layer is able to lock on to the forcing, and this leads to global
modification of the flow due to vortex merging in the separation
region.

3. Aerodynamic Performance

The primary goal of the reducing separation over the airfoil is to
recover good aerodynamic performance as measured by the lift and
drag. Aerodynamic performance of the airfoil in response to forcing
is examined here by comparing the averaged total lift-and-drag
coefficients alongwith the lift-to-drag ratio. Figure 16a compares the
drag coefficients to the baseline case. The percentage differences of
individual control cases from the baseline case are listed in Table 1. It
is found that frequencies closer to f�sep show significant reduction in
the drag with f�J � 2, x�J � 0:024 showing approximately a 39%
decrease. The exception for these cases is forcing at f�J � 0:5,
x�J � 0:024, which increases the drag by 13%. On the other hand,
operating at higher forcing frequencies increases the drag by nearly

Fig. 13 Comparison of time-averaged pressure coefficient baseline and controlled cases for various a) frequencies and b) locations.
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28–39%. However, there is no significant variation in the mean lift
shown in Fig. 16b, where the f�J � 2, 3, 4, and 8 cases show a
marginal increase in lift, while f�J � 10 and 12 show a small
decrease. Forcing at subharmonics of f�sep increases the lift
coefficient by nearly 8–10% over the baseline value. Comparison of
the lift-to-drag ratio in Fig. 16c shows overall improvement in this
quantity by nearly 64% for f�J � 2, x�J � 0:024 case while for
f�J � 0:5, the decrease is nearly 5%. The higher frequency cases
show a decrease up to 34% in the lift-to-drag ratio. Interestingly,
there is a direct correspondence between the type of response
exhibited by the separated flow and the resultant aerodynamic
performance. It is found that all the cases in type II exhibit an increase
in the lift-to-drag ratio, whereas types I and II responses are
accompanied by a decrease in this quantity.

Forcing inside the separation bubble for f�J � 2 shows a slight
decrease in lift while the drag is reduced by nearly 24%. On the other
hand, the drag is increased by nearly 21% for f�J � 10 at this

location. Figure 16b shows that the lift coefficient for this case does
not change much in comparison to the baseline case.

IV. Conclusions

Detailed analysis of a poststall flow over a NACA 4418 airfoil at
Rec � 40; 000 has been conducted using 2-D time-accurate
simulations. The unforced separated flow is characterized by three
distinct natural time scales corresponding to leading-edge shear
layer, separation bubble, and the wake. Frequencies for sinusoidal
forcing using a ZNMF actuator are chosen so as to cover the range of
these natural frequencies of the flow. In addition to providing forcing
ahead of the separation bubble, the effect of forcing location is also
examined. It is found that forcing at or near the separation bubble
frequency ahead of the separation point provides effective reduction
in separation and a significant increase in the lift-to-drag ratio.When
the excitation frequency is closer to the shear layer frequency, the

Fig. 14 Power spectra of the cross-streamvelocity component corresponding to the shear layer (bottom), separation bubble (middle), andwake (top) for

a) f�J � 0:5, x�J � 0:024; b) f�J � 1:0, x�J � 0:024; (c) f�J � 2:0, x�J � 0:024; d) f�J � 6:0, x�J � 0:024; e) f�J � 10:0, x�J � 0:024; and f) f�J � 12:0,
x�J � 0:024.
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shear layer in the current case evolves independent of the dynamics
of the separation bubble. The shear layer vorticesmerge to form large
vortices in the separation region, and this tends to increase the size of
the separation bubble and wake while reducing the frequency of
vortex shedding. Thus, the end result of forcing at these high
frequencies in terms of separation control is found to be unfavorable.
It should, however, be noted that due to the limited parameter space
addressed in the current study, it is difficult to make any general
conclusions from the above observation. Nevertheless, the
simulations do suggest a type of flow behavior at high frequencies
that has not been described before and this merits further study.
Placing the jet inside the separation bubble does not improve the lift-
to-drag ratio. Overall, it is found that improvements in the
aerodynamic performance are obtained primarily due to reduction in
drag, whereas the effect on the lift coefficient is relatively small.
Work is currently underway to study the effects of forcing based on
the wake frequency. In addition, 3-D studies at higher angles of
attack are also being carried out.
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