Morphology based domain partitioning of multi-phase materials: A preprocessor for multi-scale modelling
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SUMMARY
This paper develops a microstructural morphology-based domain partitioning method (MDP) as a comprehensive pre-processor for multi-scale simulation of heterogeneous multi-phase materials. The MDP method systematically creates a multi-scale image simulation–characterization methodology to enable domain partitioning that can delineate homogenizable regions from those where explicit representation of phases is necessary for analysis. The methods are strictly based on geometric features of the material morphology and do not use any mechanical response functions. The first step in this development simulates high-resolution microstructural information from low resolution images of the domain and only a limited high resolution micrographs from optical or scanning electron microscopy. The second step uses quantitative characterization of these high resolution images with, e.g. phase distribution functions, to create effective metrics that can relate microstructural features to the material’s physical behaviour. The third step invokes domain partitioning to demarcate regions corresponding to different length scales in a concurrent multi-scale model. Partitioning criteria are defined in terms of descriptors of microstructural characteristics and these are used to adaptively create multi-level domain partitions. The method developed is tested on a micrograph of a cast aluminium alloy A356. Copyright © 2006 John Wiley & Sons, Ltd.

1. INTRODUCTION
Heterogeneous materials like alloy systems, particle reinforced metal matrix composites or fibre reinforced polymer matrix composites are increasingly in use in the automotive, aerospace and other industries. A number of these materials exhibit strong non-uniformities in the micro- and meso-scale composition in the form of morphological variations of, e.g. spatial distributions with
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regions of homogeneity, clustering, directionality or connectivity, variations in reinforcement shape and size, or in variations of constituent material and interface properties. Processing methods like powder metallurgy or casting, contribute to these non-uniformities. In multi-phase materials, morphological variations strongly affect the microstructural damage process by phase cracking, interfacial decohesion and matrix rupture by void growth and coalescence, culminating in crack propagation. Failure properties like strain to failure, ductility and toughness are highly sensitive to these variations. For instance, experimental studies with cast aluminium alloy containing silicon and intermetallics inclusions in References [1, 2] have shown that the tensile and fracture behaviour is affected by its microstructure, specifically the shape of inclusions and their spatial distribution. Particles in regions of clustering or specific alignment with respect to loading directions may have a greater propensity towards fracture, than those in regions of dilute concentration due to the fact that local stresses increase rapidly with shorter near neighbour distances [3].

Numerical models of representative volume elements of heterogeneous materials have been developed with high-resolution finite element models to generate overall material response and stress–strain evolution, e.g. in References [4, 5]. A few efforts like Reference [6] have considered limited extensions of the unit cell models with creative boundary conditions to accommodate non-uniform effects. While the predictive capability of these models for the overall response has been satisfactory, their prediction of failure properties like strain-to-failure and fracture toughness is rather limited. These models do not represent the actual local morphology and especially the extreme values of local features, which are critical for failure prediction. Also reasonably large microstructural domains need to be represented in these models. Recently some efforts have been made to model microstructural regions with larger number of spherical heterogeneities in three dimensions [7, 8]. A few studies are also being focused on combining digital image processing and microstructure modelling for more realistic representation of microstructures with non-uniform dispersion of heterogeneities [9–13]. The microstructure based Voronoi cell finite element model (VCFEM) [12–14] offers significant promise in this regard, for analysing large microstructural regions accurately with high efficiency.

The concept of multi-scale modelling has gained considerable momentum for analysing mechanical response and failure of these heterogeneous materials with natural length scales [15–27]. Large domains can be effectively modelled by these techniques through different ways of information transfer between various scales. Methods for multi-scale analyses have been broadly classified into two groups. The first class of hierarchical models passes information from lower to higher scales through homogenization, usually in the form of material properties. The second class, known as concurrent methods, implements sub-structuring and concurrently solves different models at regions with different resolutions or scales. Two-way coupling of scales is enabled in the concurrent methods, which makes it suitable for problems involving localization, damage and failure [28]. Macroscopic analysis, using bottom-up homogenization in regions of homogeneous deformation enhances the efficiency of the computational analysis. On the other hand, the top-down localization process to cascade down to the microstructure in critical regions of localized damage, fracture or instability for pure microscopic analysis is necessary for achieving sufficient accuracy. A schematic of the concurrent multi-level computational approach, invoking bottom-up and top-down coupling, is shown in Figure 1. These microscopic computations, depicting the real microstructure are often complex and computationally prohibitive. The concurrent setting makes such analyses feasible, provided the ‘zoom-in’ regions are kept to a minimum.

An important challenge in the implementation of multiscale modelling method for structures constituted of non-uniform heterogeneous materials is the a priori delineation of morphological regions.
Figure 1. Schematic of a coupled concurrent multi-level model showing: (a) level-0 region of macroscopic continuum analysis with adaptive mesh refinement and zoom-in; and (b) blow-up of critical region containing level-1 (swing region with RVE analysis) and level-2 (region of pure micromechanical analysis).

information and properties at various scales. A few multi-scale models, e.g. References [16, 18, 29] have used a reasonably large number of inclusions (∼100) in the microstructural representative volume, that are repeated everywhere. However in many heterogeneous materials, such repetitions are not realistic. In a concurrent macro–micro scale modelling approach, it is important that the starting computational domain be appropriately partitioned, based on information of the underlying microstructure. The morphology-based domain partitioning (MDP) should precede all concurrent multi-scale analyses, in which ‘top-down’ domain decomposition is based on evolving variables like stresses and strains. The MDP process is intended for two reasons: (i) to identify and determine microstructural representative material elements that can be used in the ‘bottom-up’ homogenization process for different regions in the overall computational domain and (ii) to identify those regions, where the morphology itself (e.g. regions of dense clustering) causes a breakdown in the assumptions of a homogenizable microstructure. These regions of microstructural analysis should then be embedded in complementary regions of homogenized macroscopic analysis in the concurrent model. The major ingredients of the MDP operation are generation of microstructure instantiations through image-based reconstruction methods, characterization or image analysis using known statistical functions and domain partitioning with criteria using these characterization functions.

Obtaining detailed microstructural information at all points in the structure is a non-trivial exercise and poses a major hurdle to experimental methods. Large domains demand large number of microstructural images, leading to challenges in their sequential acquisition by optical or scanning electron microscopy. A few methods have been suggested for dealing with this problem. A direct method of preparing a montage of a large number of high magnification microstructural images (nearly 400–500) followed by image compression has been proposed by Gokhale et al. [10, 30].
This method, termed as the M-SLIP technique, is effective for small domains where few images are necessary. The microstructure information obtained has been shown to be sufficient for evaluating material’s point statistics [31]. However, this process of experimentally extracting microstructural images at each individual point may be prohibitively exhaustive for large domains. The \( n \)-point statistics based stochastic image reconstruction techniques have also been used in practice. It involves generating characteristic functions of the morphology, e.g. the lineal path function, and using these functions to regenerate the microstructure through a process called simulated annealing or (SA). The (SA) method was introduced by Torquato \textit{et al.} [32–34], in which a few pixels are randomly chosen for phase interchange in an iterative process. The interchange is retained based on the consequent change in a pseudo-energy variable that is expressed as a correlation function of the reconstructed image. While this method has the advantage of many correlation functions, it may need many iterations to evolve towards the expected microstructure and the convergence may not be achieved if the pseudo-cooling process for a certain acceptance rate is not appropriately scheduled. Due to its computational demand and convergence issues, its effectiveness for simulating large microstructural domains is still under investigation.

Other statistical methods of microstructure reconstruction that have been proposed, include random generation of points in a large domain [35] representing the centroids of heterogeneities followed by replacing each of these points with a heterogeneity of a definite shape. Since this generation is a completely random process, there is little possibility that the simulated microstructure can represent an actual microstructure to a high confidence level. Other similar methods include the random sequential packing algorithm (RSA) introduced in Reference [36] for simulating dispersions of regular shape heterogeneities and the Monte-Carlo technique in Reference [37]. Many of these stochastic methods suffer from slow convergence to the actual image. A few training-based techniques, like the example based super-resolution in Reference [38] have been proposed. High frequency bands of sample images at high resolution are used as training sets to enhance the interpolated image in these methods. However, they enhance surface textures rather than features associated with heterogeneities and also need an accompanying robust program for nearest neighbour search.

The present study is aimed at systematically creating a multi-scale image simulation–characterization methodology to enable domain partitioning as a pre-processor to multi-scale modelling of heterogeneous materials. The method, termed as MDP in this paper, is founded upon three sequential building blocks. The first step is to simulate necessary high-resolution microstructural information at all points of a computational domain from corresponding low resolution images of the domain and high resolution images at a few sample windows. Section 2 discusses these microstructure image representation and reconstruction techniques. The second step in Section 4 uses quantitative characterization of this high resolution microstructural information, e.g. phase distribution functions, to create effective metrics that can relate microstructural features to the material’s physical behaviour. Such characterization is important in multi-scale modelling for establishing length scale characteristics at different resolutions. The third step, discussed in Section 5, invokes domain partitioning to delineate regions corresponding to different length scales in a coupled concurrent multi-scale model. Refinement functions are defined in terms of microstructural characteristics and these are used to adaptively create multi-level domain partitioning. The method developed in this paper is tested on a micrograph of a cast aluminium alloy A356 in Section 6. The method described here is for two-dimensional microstructures. Extension to 3D will involve additional methods for 3D data acquisition, as well as for 3D image processing and these are not addressed here.
2. HIGH RESOLUTION MICROSTRUCTURE SIMULATION FROM LOW RESOLUTION IMAGES

A necessary requirement for creating a multi-scale domain partitioning of a heterogeneous computational domain is the knowledge of high-resolution microstructure at all points in the domain. Difficulties in experimentally obtaining contiguous high resolution microscopic images make the simulation or reconstruction of the local microstructure, highly desirable. These microstructures should be simulated from as few experimentally extracted micrographs as possible, and should replicate chosen morphological characteristics accurately. This section discusses a method for simulating these high resolution microstructures for all locations of a low resolution micrograph with information extracted from a few sample high resolution images. The techniques developed are applicable to optical microscopy or SEM-based micrographs of multi-phase materials like alloys, particle reinforced metal matrix composites, fibre reinforced polymer matrix composites, etc. The examples considered in this paper are for the cast Aluminium–Silicon alloy A356, which consists of low aspect-ratio eutectic Si and Al₂Cu, Fe–Mn-based intermetallics in the aluminium matrix. This material is used in the automotive industry for engine blocks, control arms, cross members, and cylinder heads. A typical low resolution image of A356 microstructure is shown in Figure 2. The image shows dark heterogeneities in grey aluminium matrix. The reconstruction process generates high resolution images with clear delineation of the multi-phase morphology needed for characterization and modelling.

A digital micrograph, such as the one in Figure 2, can be resolved into a grid of pixels with each pixel at a certain level in the greyscale (white–black) hierarchy. For a region $\Omega_{\text{mic}}$ in the micrograph containing $M \times N$ pixels, the greyscale level of a pixel at location $(x, y)$ is represented by an indicator function $I^g(x, y) \in I$, where $I$ is a space of integers. For a $\zeta$-bit monochrome greyscale image, the function is defined as

$$I^g(x, y) = \{ p : 0 \leq p \leq 2^\zeta - 1 ; \forall (1 \leq x \leq M); (1 \leq y \leq N) \in \Omega_{\text{mic}} \} \quad (1)$$

$I^g(x, y)$ can assume any integer value between 0 and 255 levels for a typical 8-bit monochrome image. A magnified image of a small region of micrograph is also shown in Figure 3(a). In this paper, magnification refers to the pixel size and hence a magnified image will have larger size of pixels with the same number of greyscale pixels as the original image. Resolution, on the other hand, corresponds to the number of pixels or pixel density in an image. Hence a higher resolution image will have a higher pixel density with associated greyscale levels. The number of pixels in the local image of Figure 3(a) is the same as that in the original image window of Figure 2, with bigger sized pixels. The magnified low resolution images contain fewer pixels than the high resolution counterparts, resulting in a loss of information. The microstructure reconstruction method is for extracting this additional information from consideration of a few non-contiguous high resolution images.

Various augmentation methods have been proposed in the literature. For example, sub-pixel value estimation in digital images by polynomial interpolation methods has been proposed in Reference [39]. This method does not consider simultaneous greyscale interpolation in orthogonal directions, and hence the images may be biased towards specific directions. Higher order interpolation techniques including the B-spline kernel method [40] provide more continuous representation of microstructural images, but the reconstructed micrographs are often blurred as shown in Figure 3(c). Directional methods that interpolate along the edges of heterogeneities rather than across them in Reference [41], reduce the blurring effect but require very high computational
Figure 2. Low magnification, low resolution digital image of cast aluminium alloy A356, for which high resolution micrograph of a window C is desirable with available high resolution micrographs at other locations A and B.

Figure 3. High magnification 35 μm × 35 μm images of a region near C, shown in Figure 2: (a) zoomed-in image showing larger pixels but with original resolution; (b) pixel representation of the square region marked in (a); and (c) a higher resolution micrograph of (a) obtained by interpolation.
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efforts. Wavelet-based local interpolation and augmentation of images has also been pursued in Reference [42]. In the present paper, low resolution image augmentation is accomplished by interpolation followed by gradient-based enhancement methods for creating higher resolution images. Two alternative microstructure regeneration methods are introduced in the following subsections.

2.1. Polynomial interpolation with greyscale based enhancement (PIGE) algorithm

In this method, the integer indicator function \( I^g(x, y) \) is first interpolated in real space using a polynomial surface interpolation function. Let a window \( \Omega^\text{hrsm}_w \) of the low resolution image encompass a \( p \times q \) pixel grid, while the same window for a higher resolution image \( \Omega^\text{hrsm}_w \) be represented by a \( p' \times q' \) pixel grid, where \( p' > p \) and \( q' > q \). The greyscale level of each pixel in the \( p \times q \) pixel grid is represented by the value of the indicator function \( I^g(x, y) \) at its centroid. Hence, \( I^g(x, y) \) has known values at a set of equi-spaced points in the low resolution image window as shown in Figure 3(b). Interpolation is used for estimating the indicator functions (\( I^g(x, y) \in R \)) in the high resolution \( p' \times q' \) pixel grid, where \( R \) is the space of real numbers bounded by 0 and 255. Polynomial based interpolation methods in Reference [39] have been used as a one-dimensional convolution over the micrograph, where interpolations are performed along horizontal and vertical directions separately, resulting in a loss of spatial correlation. A higher order polynomial surface is used in this work to interpolate the indicator function \( I^g(x, y) \) in the \( p' \times q' \) pixel grid \( \Omega^\text{intm}_w \) as

\[
I^g(x, y) = (A_0 + A_1 x + A_2 x^2 + \cdots + A_{p-1} x^{p-1}) \times (B_0 + B_1 y + B_2 y^2 + \cdots + B_{q-1} y^{q-1})
\]

\[
= C_0 + C_1 x + C_2 y + \cdots + C_{pq-1} x^{p-1} y^{q-1} \tag{2}
\]

The coefficients \( C_0, C_1, \ldots, C_{pq-1} \) are obtained by substituting the values of \( I^g(x, y) \) for the centroids of each pixel in the \( p \times q \) grid and solving the set of \( pq \) linear equations

\[
I^g(x_i, y_i) = C_0 + C_1 x_i + C_2 y_i + \cdots + C_{pq-1} x_i^{p-1} y_i^{q-1} \quad \forall 1 \leq i \leq pq \tag{3}
\]

or in a matrix form

\[
\{I^g\} = [F] \{C\} \tag{4}
\]

where \( \{I^g\} \), \( [F] \) and \( \{C\} \) are matrices of order \( pq \times 1 \), \( pq \times pq \) and \( pq \times 1 \), respectively. The matrix \( \{I^g\} \) is similar to the Vandermonde matrix of 1-dimensional polynomial interpolation. From a numerical standpoint, very large numbers for \( p \) and \( q \) lead to instability in the solution of coefficients, due to nearly linearly dependent columns in \([F]\). Numerical studies conducted indicate that the values for which the system is stable are around \( p = 6 \), \( q = 6 \). Consequently the low resolution image is subdivided into basic building blocks containing a maximum of \( 6 \times 6 \) pixels. The overall \( I^g(x, y) \) for the window containing a \( p' \times q' \) pixel grid is therefore constructed as a piecewise continuous function, using the interpolation equation (2) in each block. For each block, \((x, y)\) can represent co-ordinates in a local co-ordinate system with the origin located at the centroid of the block. Consequently, for all blocks of the same dimension, e.g. \( 6 \times 6 \), the matrix \([F]\) in Equation (4) will be the same. Hence the matrix and its inverse need to be computed only once, irrespective of the size of the image to be reconstructed.

The interpolation method is tested on a window marked B in the low resolution A356 micrograph of Figure 2. The dimensions of the entire micrograph and the window are \( 880 \mu m \times 880 \mu m \).
and 110 µm × 110 µm, respectively. The magnified low resolution interpolated image consists of $60(=p) \times 60(=q)$ pixel grid. Hence there are $10 \times 10$ blocks containing $6 \times 6$ pixel grids each, in this window. A high resolution SEM micrograph at the same exact location is shown in Figure 4(a), which has a $480(=p') \times 480(=q')$ pixel grid, corresponding to a 64-fold increase in pixel density. The interpolated image, obtained by applying Equation (2) to the low resolution image should have the same pixel density as the high resolution image. This is depicted in Figure 4(b) on the $480 \times 480$ pixel grid. Interpolation smoothens all sharp edges of the low magnification image and these manifest as blurred edges in the simulated micrograph. A pixel by pixel subtraction of image 4(b) indicator functions from those for image 4(a) is depicted in Figure 4(c). It is clear from the difference figure that interpolation alone does not suffice for achieving an accurate high resolution microstructure reconstruction. This necessitates an image enhancement process following interpolation.

2.1.1. Post interpolation enhancement. An enhancement method is proposed to augment the interpolated images of low resolution micrographs, from pixel data of a few high resolution images. The method accounts for the proximity of calibrating micrographs to those being simulated. The first step in this process is the pixel by pixel determination of the difference in the image indicator function values between the high resolution scanning or optical micrographs $I_{hrsm}^g$ and the interpolated microstructural image $I_{intm}^g$ in the high density pixel grid. This is expressed as

$$I_{diff}^g(x, y) = I_{hrsm}^g(x, y) - I_{intm}^g(x, y)$$

(5)

The difference micrograph $I_{diff}^g$ between images 4(a) and (b) is shown in Figure 4(c).

The augmentation methodology requires the creation of a correlation map between $I_{diff}^g(x, y)$ and $I_{intm}^g(x, y)$ that will predict the high resolution image $I_{hrsm}^g$ from specific features of the interpolated image $I_{intm}^g$. For the interpolated image, the pixel-wise grey-scale level or indicator function as well as its gradients, are considered to be characteristic variables that are representative of the local phase distribution. At a point in the pixel space, the value of $I_{intm}^g(x, y)$ itself is an
indicator of a given phase. Gradients of the indicator in the four directions \((x_+, x_-, y_+, y_-)\), on the other hand, refer to its extent and the neighbourhood. Figures 5(a) and (b) show the plots of \(I'_{\text{intm}}(x, y)\) and its gradient in the \(x_+\) direction along the dotted line in Figure 4(b). Both the indicator function and its gradient show major peaks in the same regions and reduce sharply near the boundaries of the second phase inclusions. A discrete correlation function is created between these characteristic variables of the interpolated image \(\Omega_{\text{intm}}\) and the indicator function value \(I'_{\text{diff}}(x, y)\) of the difference image \(\Omega_{\text{diff}}\), for locations where high resolution calibrating micrographs are available. The probability or correlation map may be expressed in a functional form of the indicator function and its gradients as

\[
I'_{\text{diff}}(x, y) = P_{\text{diff}} \left( I'_{\text{intm}}(x, y), \frac{\partial I'_{\text{intm}}}{\partial x_+}, \frac{\partial I'_{\text{intm}}}{\partial x_-}, \frac{\partial I'_{\text{intm}}}{\partial y_-}, \frac{\partial I'_{\text{intm}}}{\partial y_+} \right)
\]  

(6)

where \(P_{\text{diff}}\) corresponds to the most probable or expected value of the difference indicator function and

\[
\frac{\partial I'_{\text{intm}}}{\partial x_\pm} = \frac{I'_{\text{intm}}(x \pm NG, y) - I'_{\text{intm}}(x, y)}{NG}
\]

\[
\frac{\partial I'_{\text{intm}}}{\partial y_\pm} = \frac{I'_{\text{intm}}(x, y \pm NG) - I'_{\text{intm}}(x, y)}{NG}
\]

(7)

\(NG\) is the number of pixels over which the gradient is evaluated. The functional form of \(P_{\text{diff}}\) is not known \textit{a priori}. Hence a discrete probability table is constructed from the calibration micrographs \(\Omega_{\text{intm}}\) and \(\Omega_{\text{diff}}\) to construct this correlation map. A schematic of the probability table is shown in Figure 6. The table is partitioned into discrete boxes or ‘bins’, based on ranges of \(I'_{\text{intm}}\) and
its gradients in four directions, i.e. $\partial I_{\text{intm}}^{e}/\partial x_+, \partial I_{\text{intm}}^{e}/\partial x_-, \partial I_{\text{intm}}^{e}/\partial y_+, \partial I_{\text{intm}}^{e}/\partial y_-$ in $\Omega_{\text{intm}}^{e}$. The gradients in the bins are expressed with the notation $\partial I_{\text{intm}}^{e}/\partial x_+ = (I_{\text{intm}}^{e})_{x+}$ and so on.

Each bin is represented by a range of values for each of the five variables, and contains the values of difference indicator function $I_{\text{diff}}^{e}$ in the difference image $\Omega_{\text{diff}}^{e}$. The range of values of the variables in each bin is assigned from consideration of their variability. For example, the range
of the indicator value $0 \leq I_{\text{intm}}^{g'} \leq 255$ can be divided into as high as 256 bins or as low as 2–3 bins. However with increasing number of bins, the number of $I_{\text{diff}}^{g'}$ entries in each bin will decrease and many of the bins may be empty for the calibration micrographs considered. Sparsity in the correlation bins renders the reliability of this probability table to be low. A moderate number of divisions (10–15) is numerically found to be sufficient in this paper, as corroborated by convergence studies discussed later. The range of divisions in the gradients should be such that they are able to distinguish between regions that belong to the interior and exterior of a given phase. A histogram of the distribution in area fraction of the gradient $\nabla I_{\text{intm}}^{g'}$ for different pixel offset values $NG$ in the image 4(b) is plotted in Figure 7. It is evident that the gradient distribution is independent of the number $NG$ used in Equation (7). A value of $NG = 1$ is used in this work. Another observation is that the area fraction within the bounds $-7 \leq \nabla I_{\text{intm}}^{g'}/\hat{x}_+ \leq 7$ corresponds to the inclusions in the microstructure. This conforms to the requirement of delineating regions that belong inside of the inclusion phase. Consequently, the range of values for the gradient is divided into two groups: (i) $|\nabla I_{\text{intm}}^{g'}/\hat{x}_+|<7$ and (ii) $|\nabla I_{\text{intm}}^{g'}/\hat{x}_+| \geq 7$. The same division is applicable to gradients in other directions too. Figure 6(c) shows the probability table with the discretized ranges of indicator function and its gradients. At a given pixel in $\Omega_{\text{w}}^{\text{intm}}$ of Figure 6(a), $I_{\text{intm}}^{g'} = 160$, $\nabla I_{\text{intm}}^{g'}/\hat{x}_+ = 4.0$, $\nabla I_{\text{intm}}^{g'}/\hat{x}_- = 5.0$, $\nabla I_{\text{intm}}^{g'}/\hat{y}_+ = 5.5$, and $\nabla I_{\text{intm}}^{g'}/\hat{y}_- = 4.5$. The corresponding $I_{\text{diff}}^{g'} = 40$ is inserted in the probability Figure 6(c). The values of $I_{\text{diff}}^{g'}$ in the correlation bins vary from location to location for different samples. A histogram of the distribution of $I_{\text{diff}}^{g'}$ for a given bin corresponding to $(0 \leq I_{\text{intm}}^{g'} < 25, |\nabla I_{\text{intm}}^{g'}/\hat{x}_+| < 7, |\nabla I_{\text{intm}}^{g'}/\hat{x}_-| < 7, |\nabla I_{\text{intm}}^{g'}/\hat{y}_+| < 7, |\nabla I_{\text{intm}}^{g'}/\hat{y}_-| < 7)$ is shown in Figure 8. The peaks in the histogram associate a high probability value of $I_{\text{diff}}^{g'}$ with that correlation.
bin. This corresponds to the expected value of $I_{\text{diff}}^{{\text{g}}} = P_{\text{diff}}(I_{\text{intm}}^{{\text{g}}}, \partial I_{\text{intm}}^{{\text{g}}}/\partial x_{+}, \ldots)$ that is selected for image enhancement of $I_{\text{intm}}^{{\text{g}}}$ according to Equation (5).

The location of the high resolution calibrating micrograph in relation to that of the image being simulated is of considerable importance in the image augmentation process. It is assumed that the calibrating micrographs contain the same constituent phase materials as the ones being simulated and they are both produced in the same batch by the same manufacturing process. As a consequence, the probability or expected value of difference indicator functions in Equation (6) may be assumed to have a continuous variation from one micrograph to the next. This assumption is important for incorporating the effect of location in the calibration process. For sharply contrasting micro-regions, calibrating micrographs should be appropriately chosen from regions that represent the essential features of the one being simulated. The effect of proximity between the calibrating and simulated images can be addressed by assigning distance-based weights to the expected values in the probability table. Micrographs closer to the simulated image will have a stronger influence than those that are farther away. The inverse dependence of a microstructure’s correlation map on its spatial distance from each of the calibrating micrographs is represented by a ‘shape function’ type interpolation relation, commonly used in finite element analysis, i.e.

$$P_{\text{diff}}(x, y) = \sum_{z} N_{z}(x, y) P_{\text{diff}}(x_{z}, y_{z})$$

(8)

where $z$ is the total number of high resolution calibration micrographs and $N_{z}$ are the associated shape functions. When only two calibrating micrographs $A$ and $B$ are available as in Figure 2, the most expected value of the enhancement $I_{\text{diff}}^{{\text{g}}}(x, y)$ at a pixel in the simulated micro-image is
given as

\[ I_{g}'_{\text{diff}}(x, y) = P_{\text{diff}}(x, y) = \left( \frac{1 - \xi}{2} \right) P_{\text{diff}}(x_A, y_A) + \left( \frac{1 + \xi}{2} \right) P_{\text{diff}}(x_B, y_B) \]  

(9)

Here \( \xi = (R_A - R_B)/R_{AB} \) and \( R_A \) and \( R_B \) are the distances of a pixel in the simulated image from the corresponding pixels in calibrating micrographs \( A \) and \( B \), respectively, and \( R_{AB} \) is the distance between them. For microstructures containing a single predominant inclusion phase in the matrix, e.g. the Si phase for the cast aluminium alloy A356, the various locations \( A \) and \( B \) may be statistically equivalent with respect to the pixel-based expected value in the probability table of Figure 6(c). In this case, the effect of multiple locations (e.g. \( A \), \( B \), etc.) in Equation (9) may be minimal.

The effectiveness and convergence characteristics of the PIGE algorithm are tested by comparing characteristic metrics of the simulated microstructure with those for an experimentally acquired micrograph at the same location. The \( n \)-point statistics [43] are effective metrics for multi-phase microstructure characterization and are used in this study as validation tools. Specifically, the 1-point, 2-point and 3-point statistics are used for this validation. For the low resolution microstructural region of Figure 2, windows at locations \( A \) and \( B \) are the high resolution calibration micrographs. The PIGE algorithm simulates the image at a window \( C \), for which a high resolution SEM micrograph is available for validation. The 1-point probability function corresponds to the area fraction of the second phase inclusions. Its variation is plotted in Figure 9 as a function of increasing number of divisions in the range of \( I_{g}'_{\text{intm}} \), called bins in the probability table. The simulated area fraction converges to the SEM image area fraction with about 8 discrete divisions or bins. The 2-point probability function is defined as the probability of finding two points at

![Figure 9](image.png)

Figure 9. Convergence of 1-point probability function with increasing number of divisions in the range of \( I_{g}'_{\text{intm}} \), or bins, for the simulated micrograph at region \( C \) of Figure 2 by the PIGE and WIGE methods.
Figure 10. Convergence of 2-point probability function with increasing number of divisions in the range of $I_{intm}^{g'}$ or bins, for the simulated micrograph at region $C$ of Figure 2 by the PIGE and WIGE methods.

$r_1(x_1, y_1)$ and $r_2(x_2, y_2)$ (end-points of a line) separated by a distance $r = r_1 - r_2$ in the same phase in the material microstructure, i.e.

$$P_{ij}(r) = P\{I_b(x_1, y_1) = 1, I_b(x_2, y_2) = 1\}$$

where $I_b = 1$ in the given phase and $I_b = 0$ otherwise

The % error in the 2-point probability function between the actual and simulated images is defined as

$$E_{2\text{-point}} = \frac{\sum_{r=0}^{L/2} |P_{ij}^{\text{SEM}} - P_{ij}^{\text{sim}}|}{\sum_{r=0}^{L/2} P_{ij}^{\text{SEM}}} \times 100\%$$

This error is evaluated along the two orthogonal directions and plotted in Figure 10. Once again, a fast convergence is noted and the error stabilizes to a near zero value with around 10 bins. Finally, the 3-point probability function is defined as the probability of finding three points at $r_1(x_1, y_1)$, $r_2(x_2, y_2)$ and $r_3(x_3, y_3)$ (vertices of a triangle) in the same phase, i.e.

$$P_{ijk}(r) = P\{I_b(x_1, y_1) = 1, I_b(x_2, y_2) = 1, I_b(x_3, y_3) = 1\}$$

$P_{ijk}(r)$ is evaluated for three points at the vertices of an isosceles right triangle with interior angles $45^\circ$, $45^\circ$, $90^\circ$. The error in the 3-point probability function is defined in the same way as in Equation (11) and is plotted in Figure 11. The error in the 3-point probability function also stabilizes to near zero values with around 10 bins. The lower order statistics provide information on phase dispersion and are relevant to domain partitioning. Higher order statistics like the 3-point probability function are important with respect to phase shapes that control the localization and
Figure 11. Convergence of 3-point probability function with increasing number of divisions in the range of $I_{\text{intm}}^g$ or bins, for the simulated micrograph at region $C$ of Figure 2 by the PIGE and WIGE methods.

Figure 12. High resolution micrograph at location $C$ of Figure 2 by the PIGE algorithm: (a) simulated micrograph by using the correlation table; (b) the real high resolution micrograph; and (c) binary high resolution micrograph.

damage behaviour of the material. It may be concluded that the convergence characteristics of the PIGE algorithm is quite satisfactory with respect to the error in 1-point, 2-point and 3-point statistics. The PIGE simulated microstructural image and the corresponding actual micrograph are shown in Figures 12(a) and (b). Thus the PIGE algorithm can be applied sequentially to all windows in the computational domain for obtaining high resolution images.
2.2. Wavelet based interpolation with gradient based enhancement (WIGE) algorithm

Wavelet basis functions are also good candidates for image reconstruction due to their exceptional capability of capturing sharp variations in microstructure images [44, 45]. Multi-resolution properties of wavelets enable pyramidal decomposition of image data that can be applied towards image compression. In the wavelet based image decomposition technique, the digital image with pixels is encoded using wavelet basis functions constructed about the centre of each pixel. The low resolution image can be encoded with a combination of wavelet functions, each defined about the centre of each pixel in the domain. The corresponding high resolution images are simulated from the difference between the wavelet interpolated low resolution images and actual high resolution micrographs. For image compression in Reference [42], only significant values of the difference image have been stored or further encoded, eventually resulting in a pyramidal decomposition. Image reconstruction by the WIGE algorithm involves (a) constructing an interpolated image in a high-density pixel mesh using wavelet functions, (b) delineating the corresponding difference image, and (c) creating a correlation map for each pixel in the difference image in terms of characteristic variables at the corresponding pixel of the interpolated image, similar to that in the PIGE algorithm in Section 2.1. High resolution images can then be constructed for all points of the low resolution micrographs with these correlation functions. An advantage with the wavelet-based interpolation is that discontinuities in the microstructural phases can be represented well and hence the indicator function gradients in the probability table can be more meaningful.

Gaussian functions with continuous derivatives are popular wavelets bases [46, 47] and can effectively represent sharp variations in image features. This function is of the form

\[ \Phi_{m,n,k,l}(x, y) = e^{-1/2((x-b_n)/a_m)^2} e^{-1/2((y-d_l)/c_k)^2} \beta_{m,n,k,l} \]  

where \((m, k)\) refer to the wavelet level, \((n, l)\) correspond to the discrete translation of the bases in \(x\) and \(y\) directions, respectively, with \(b_n, d_l\) as the translation parameters, and \(a_m, c_k\) are dilation parameters. In encoding a \(p \times q\) pixel sub-region of a low resolution image, the indicator function is expressed in terms of the level \((m, k)\) Gaussian wavelet function as

\[ I_{\text{wvlt}}^g(x, y) = \sum_{1 \leq i \leq p} \sum_{1 \leq j \leq q} \Phi_{m,i,k,j}(x, y) \]  

This yields a continuous interpolated image representation in terms of indicator function from the low resolution image. The bases are constructed by translation from one pixel to the next in the \(p \times q\) pixel sub-region and the region is encoded with \(p \times q\) Gaussian functions. At locations where high resolution SEM micrographs are available, the difference image is obtained and the correlation is constructed as

\[ I_{\text{hrsm}}^g(x, y) - I_{\text{wvlt}}^g(x, y) = I_{\text{diff}}^g(x, y) = P_{\text{diff}} \left( I_{\text{wvlt}}^g(x, y), \frac{\partial I_{\text{wvlt}}^g}{\partial x^+}, \frac{\partial I_{\text{wvlt}}^g}{\partial x^-}, \frac{\partial I_{\text{wvlt}}^g}{\partial y^+}, \frac{\partial I_{\text{wvlt}}^g}{\partial y^-} \right) \]  

where \(P_{\text{diff}}\) is the expected value of difference indicator function, defined in Equation (7). As in the PIGE algorithm, the expected values are extracted from a correlation map between interpolated and difference images built as a discrete function table of Figure 6. This correlation function expresses the difference indicator function \(I_{\text{diff}}^g(x, y)\) in terms of the wavelet-interpolated image indicator function \(I_{\text{wvlt}}^g(x, y)\) and its gradients in the four directions \(\partial I_{\text{wvlt}}^g/\partial x^+/-\) and \(\partial I_{\text{wvlt}}^g/\partial y^+/-\).
Following the calibration of simulated micrographs, high resolution microstructural images are simulated at any location of the low resolution micrograph using the WIGE algorithm and spatial interpolation relation of Equation (9). The post-interpolation image enhancement procedure closely follows the PIGE algorithm discussed in Section 2.1.

The WIGE algorithm is tested for the same cast alloy A356 microstructure of Figure 2. The basic blocks in this construction have a pixel density \( 6 \times 6 \) and the high resolution blocks have a density of \( 48 \times 48 \). This corresponds to a 64-fold increase in pixel density. The resulting interpolated image and the high resolution simulated image are shown in Figures 13(a) and (b). Also the difference between the enhanced simulated image and the corresponding SEM image for location C is shown in Figure 13(c). The difference image shows very good concurrence between the simulated and real images. Again the \( n \)-point statistics of the simulated image are compared with that of the SEM micrograph. The 1-point, 2-point and 3-point statistics are plotted in Figures 9, 10 and 11, respectively. At the converged state, the error in these probability functions are less than 1\% (for 1-point probability), 2.48\% (for 2-point probability in \( x \) direction), 4.21\% (for 2-point probability in \( y \) direction), and 2.4\% (for 3-point probability), respectively. The plots clearly show that the convergence rates with the WIGE algorithm are better than those with the PIGE algorithm. This is due to the fact that gradients of the indicator functions, corresponding to sharp gradients in the image pixel grey-scale levels, are better represented by the former algorithm.

### 3. MICROSTRUCTURAL IMAGE PROCESSING AND BINARY IMAGES

Prior to characterizing the microstructure of the entire simulated computational domain, it is necessary to process these images to eliminate noise and clearly delineate dominant phases. Hierarchy in the greyscale levels of digital images is used for such image processing. During phase delineation, the indicator function values \( I^k(x, y) \) of all pixels belonging to a given phase are assumed to fall within a narrow band of greyscale levels. Global thresholding is first conducted to enable phase delineation or segmentation in the micrographs. In global thresholding, \( I^k(x, y) \) is
binarized for the entire image with respect to a single threshold value. On the other hand, different values may be used in local thresholding based on the local variation of $I^g(x, y)$. The latter may be necessary for those micrographs, where the same phase may have large differences in greyscale level representations at different locations. Global thresholding is deemed sufficient in this work, since the range of greyscale levels of each phase is assumed to have a narrow bandwidth. In a perfect image belonging to two distinct greyscale levels, global thresholding will yield a bimodal histogram of the percentage of pixels as a function of the greyscale levels. Two distinct peaks exist for such a bimodal histogram and the threshold value of $I^g(x, y)$ corresponds to the valley point between the peaks. Some of the relevant techniques for processing such images have been presented in Reference [11]. However, in real images such as in Figure 14, bimodal histograms are rarely observed. Various techniques have been suggested in the literature for evaluating the threshold value $\tau$ in histograms without distinct peaks [48, 49]. A simple technique is to evaluate $\tau$ from the shoulder region in the histogram adjacent to the peak for the matrix phase that has a zero slope. The image can be binarized with respect to the indicator function value as

$$I^b(x, y) = \begin{cases} 1 & \forall 0 \leq I^g(x, y) \leq \tau \\ 0 & \forall \tau < I^g(x, y) \leq 2^{255} - 1 \end{cases}$$

(16)

Heterogeneities (inclusions or voids) are consequently converted to a black image against a white matrix backdrop. For the A356 micrograph of Figure 4(a), a threshold value of $\tau = 225$ is obtained from the histogram in Figure 14. The corresponding binary (black and white) image of the microstructure is shown in Figure 12(c). For multi-phase materials (more than two phases), more than one threshold is necessary to separate different phases in the microstructure. The distinction between Si particles and intermetallics in cast A356 is not made in the present work, since the focus is on morphology of additional phases for geometry-based image processing. Such distinction can be enforced when material properties are of consequence.
Quite often, micrographs have significant noise due to tiny erroneous marks. The corresponding indicator functions $I^g(x, y)$ get transferred to the binary image indicators $I^b(x, y)$ based on their greyscale value. To prevent this, $I^g(x, y)$ is convoluted with a mean filter of mask size $n$ as shown in Reference [50]. The process replaces each pixel at $(x, y)$ with its respective local average greyscale level. The binary image also often contains tiny speckles due to thresholding, which are unwanted noise. The binary image is despeckled using a median filter on a kernel of mask size $m$ pixels. The de-noising kernels help the automation of the whole process without any user intervention. The binary domain, derived from this process, represents a high resolution computational domain $\Omega_{\text{mic}}$ necessary for microstructural characterization and analysis. It is the union of regions belonging to the matrix phase $\{\Xi_m\}$ and the $N_c$ heterogeneities, represented as $\{\Xi_i^c : 1 \leq i \leq N_c\}$, i.e. $\Omega_{\text{mic}} = \Xi_m + \sum_{i=1}^{N_c} \Xi_i^c$.

4. MICROSTRUCTURE CHARACTERIZATION FUNCTIONS

Characterization is essential for quantifying vital features of a microstructure that play important roles in the material behaviour. With a focus on developing multi-scale models for deformation and failure, this study is aimed at characterizing relevant microstructural features that affect this behaviour. An important task in this endeavour is to devise parameters that can quantify the size or shape of each heterogeneity $\Xi_i^c$ and their spatial distribution in $\Omega_{\text{mic}}$. Experimental and numerical studies in the literature [1, 2, 51, 52] have identified microstructural features that have major effects on damage in multi-phase microstructures. For instance, damage in cast A356 occurs by a combination of particle cracking in $\Xi_i^c$, microcrack formation and growth in the matrix $\Xi_m$ and coalescence of the microcracks in $\Omega_{\text{mic}}$. Particle cracking depends on size, aspect ratio and the extent of clustering. Bigger inclusions with high aspect ratio or those within a cluster show a higher propensity towards cracking. Various descriptors and functions used in the microstructural characterization process are discussed next.

4.1. Size descriptors

Size descriptors in terms of area, perimeter and longest diameter can be evaluated from the $I^b(x, y)$ data on heterogeneities in the binarized microstructure image of $\Omega_{\text{mic}}$. Some of these metrics are defined below.

1. **Heterogeneity area** ($A^i$): is measured in terms of the total number of pixels belonging to an inclusion $i$ in the binary digital image, defined as

$$A^i = \int_{\Xi_i^c} I^b(x, y) \, dx \, dy$$

A more effective parameter is the local area fraction defined as $A_{ij}^f = A^i / A_{\Omega_{\text{mic}}}$

2. **Perimeter** ($P^i$): is measured by the number of pixel-edges of the inclusion $\Xi_i^c$ that interface with the matrix $\Xi_m$ in a digital microstructure.

3. **Longest dimension** ($d_{\text{max}}^i$): is measured as the distance between two farthest points in the heterogeneity. It is useful in identifying the aspect ratio and defined as

$$d_{\text{max}}^i = \text{Max}\{|r_{AB}| \forall A(x_a, y_a), B(x_b, y_b) \in \Xi_i^c\}$$

4.2. Shape descriptors

Shape descriptors quantify the shape and surface irregularities of heterogeneities and many are prescribed in the literature [50, 53]. Circularity and surface irregularities are important shape metrics that quantify reinforced microstructures like cast A356, and are represented by the following parameters:

1. **Roundness** ($\rho^i$): indicates how close the heterogeneity is to a circle and is effective for images of arbitrary shape, for which aspect ratio is not well defined. For the $i$th heterogeneity, it is defined as [50]

$$\rho^i = \frac{4A^i}{\pi(d_{\text{max}}^i)^2}$$

$\rho^i$ varies from 1 for circular shapes to 0 for highly elongated shapes.

2. **Edge smoothness** ($\chi^i$): describes surface irregularities, e.g. sharp corners, even if it has an overall high roundness. Form factor is defined in Reference [50] to delineate surface irregularities as

$$\chi^i = \frac{4\pi A^i}{(P^i)^2}$$

The form factor is sensitive to surface irregularities, having a unit value for smooth surfaces and approaching zero for rough surfaces. It is also affected by the aspect ratio. The roundness and form-factor of various sample particles of Figure 15 are shown in Table I. Though $ff^i$ for particles 8–11 captures the visible surface irregularities, it is very low for particles 4–7, which have smooth surfaces. A new parameter called edge smoothness is consequently

![Figure 15. Image with simulated heterogeneities for testing the shape description parameters.](image-url)
Table I. Various size and shape description parameters for an image with simulated heterogeneities in Figure 15.

<table>
<thead>
<tr>
<th>Heterogeneity no.</th>
<th>% Area frac. ($A_f$)</th>
<th>Roundness ($\rho$)</th>
<th>Form factor ($ff$)</th>
<th>Edge smooth. ($\chi$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.25</td>
<td>0.9698</td>
<td>0.9909</td>
<td>0.6928</td>
</tr>
<tr>
<td>2</td>
<td>0.79</td>
<td>0.8431</td>
<td>0.8631</td>
<td>0.7069</td>
</tr>
<tr>
<td>3</td>
<td>0.87</td>
<td>0.5540</td>
<td>0.5559</td>
<td>0.7436</td>
</tr>
<tr>
<td>4</td>
<td>1.04</td>
<td>0.2776</td>
<td>0.2776</td>
<td>0.7115</td>
</tr>
<tr>
<td>5</td>
<td>1.08</td>
<td>0.2324</td>
<td>0.2325</td>
<td>0.6880</td>
</tr>
<tr>
<td>6</td>
<td>2.27</td>
<td>0.2179</td>
<td>0.2179</td>
<td>0.6796</td>
</tr>
<tr>
<td>7</td>
<td>1.87</td>
<td>0.1056</td>
<td>0.1073</td>
<td>0.5512</td>
</tr>
<tr>
<td>8</td>
<td>1.12</td>
<td>0.6848</td>
<td>0.7317</td>
<td>0.4318</td>
</tr>
<tr>
<td>9</td>
<td>1.89</td>
<td>0.6857</td>
<td>0.7193</td>
<td>0.2453</td>
</tr>
<tr>
<td>10</td>
<td>2.37</td>
<td>0.6605</td>
<td>0.7094</td>
<td>0.2675</td>
</tr>
<tr>
<td>11</td>
<td>1.58</td>
<td>0.5223</td>
<td>0.5495</td>
<td>0.3337</td>
</tr>
<tr>
<td>12</td>
<td>0.96</td>
<td>0.3471</td>
<td>0.3655</td>
<td>0.5806</td>
</tr>
<tr>
<td>13</td>
<td>0.75</td>
<td>0.9195</td>
<td>0.9274</td>
<td>0.4947</td>
</tr>
<tr>
<td>14</td>
<td>1.05</td>
<td>0.2508</td>
<td>0.2694</td>
<td>0.5749</td>
</tr>
</tbody>
</table>

Introduced to capture the surface irregularities without being influenced by the aspect ratio. It is defined as

$$\chi^i = \sqrt{ff^i \times \frac{\pi d_{\text{max}}^i}{(P^i)}} = \sqrt{\frac{4\pi^2 A^i d_{\text{max}}^i}{(P^i)^3}} \quad (21)$$

In this parameter, the form factor is amplified by the effect of the largest dimension in the heterogeneity for better representation of surface irregularities. Also, the square root helps in depicting a better separation between different geometries, since the parameter is generally less than 1. $\chi$ closer to 0 indicates a large number of surface irregularities. However with pixel representation of boundaries in a digital image, $\chi$ can be closer to unity even for a perfect circle.

4.3. Spatial distribution descriptors

Characterization of spatial distribution quantifies the relative location of heterogeneities $\Xi^i$ in the matrix $\Xi_m$. Spatial analysis can reveal characteristics of important material properties like isotropy, homogeneity, periodicity or clustering. Quantification of spatial distribution using Voronoi tessellation techniques has been introduced for heterogeneous materials in References [37, 54–57] for determining cumulative distribution function, probability density function, second-order intensity function or pair distribution function, distributions for nearest-neighbour distances, local area fractions, etc. Image-based characterization has been conducted in Reference [58] using the commercial package Micromorph in Reference [59] for evaluating mean free path, nearest neighbour distance and in Reference [60] for detecting clusters using spatial statistics. While most of these descriptors quantify nearest neighbour distance in microstructures of regular shaped inclusions, similar properties are not well established for arbitrary microstructural morphologies. Also, while a few descriptors have implicit reference to clustering, there is no metric that can quantify clustering in a definite manner. A morphological tool, viz. the covariance function [61] is implemented in this
paper to evaluate the nearest neighbour distance, isotropy and periodicity. Also explicit descriptors are introduced to quantify clustering.

4.3.1. Covariance function. Covariance is a morphological function that can be applied to a digital image \( I^b(x, y) \), \( \forall x, y \in \mathbb{R}^2 \), for quantifying intricate spatial features of a heterogeneous microstructure. The covariance function \( K(h) \) is defined in Reference [61] as the Lebesgue measure of a deterministic compact set \( X \) in \( \mathbb{R}^n \), that is eroded by \( B = \{0, h\} \), which is a set of points at the ends of a vector OH. For digital images of multiphase microstructures, \( X \) corresponds to the set of all the points that belong to the heterogeneities and \( B \) is a structural element consisting of two end pixels separated by a distance \( h \) and making an angle (\( \alpha \)) with the reference axis. For \( \alpha = 0^\circ \) and \( \alpha = 90^\circ \) in the binary digital images, the function can be expressed as

\[
K(h)(\alpha=0^\circ) = \text{Mes}(X \ominus B) = \int_{\mathbb{R}^n} I^b(x, y) \cdot I^b(x + h, y) \, dx \, dy
\]

\[
K(h)(\alpha=90^\circ) = \int_{\mathbb{R}^n} I^b(x, y) \cdot I^b(x, y + h) \, dx \, dy
\]

where \( I^b(x, y) \) (see Equation (16)) is the binary indicator function of the image associated with the set \( X \), and \( X \ominus B \) indicates the erosion of set \( X \) by the element \( B \). The set \( X \) in the binarized microstructure is defined as

\[
X = \sum_{i=1}^{Nc} \xi^i_c = \Omega_{\text{mic}} - \Xi_m
\]

The eroded set \( X \ominus B \) may be expressed as \( X \cap X_h \), where \( X_h \) is a translated set of \( X \). For any point \( x \)

\[
x \in (X \ominus B) \quad \text{iff} \quad x, x + h \in X
\]

For \( I^b(x, y) = 1 \), \( K(h) \) denotes the total number of events for which pixel points \((x, y)\) and \((x + h, y)\) both belong to the inclusion region. Computationally, it is evaluated as the number of inclusion pixels that overlap when the image is translated by a distance \( h \) at an angle \( \alpha \) to the reference direction, and overlaid on itself. The covariance function for the micrograph 12(c) of the A356 alloy is plotted in Figure 16(a) for \( \alpha = 0^\circ \) and \( \alpha = 90^\circ \). \( K(h) \) in these plots is normalized with the total number of pixels in the image. The plots capture the average properties at shorter translations \((\leq h)\) as well as the behaviour of the spatial distribution at larger translations. Important features that can be captured by the covariance function are discussed below.

1. Average nearest neighbour distance \((l_{\text{and}})\): For smaller values of \( h \), \( K(h) \) corresponds to the intersection of an inclusion with its own translated image. Consequently it decreases rapidly with \( h \) with decreasing self overlay. The small increase in \( K(h) \) at higher values of \( h \) refers to the intersection with neighbours. Hence, the average nearest neighbour distance of a micrograph corresponds to the smallest value of \( h \) at which \( K(h) \) is a local minimum. The first local minima of \( K(h) \) in Figure 16(a) occur at 4 \( \mu \)m for \( \alpha = 0^\circ \) and 4.5 \( \mu \)m for \( \alpha = 90^\circ \). These correspond to the average nearest neighbour distance in the two orthogonal directions. \( K(h) \) is also able to qualitatively indicate the presence of a cluster, since the first minimum should approach a zero value in the absence of clusters. To illustrate the effectiveness of \( K(h) \) in identifying clusters, two microstructures containing elliptical inclusions are simulated. As
Figure 16. Covariance \( k(h) \) plots of the A356 microstructure: (a) \( K(h) \) for micrograph in Figure 12(c); and (b) \( K(h) \) for micrograph in Figure 2.

Figure 17. Simulated microstructures containing 50 inclusions with: (a) low clustering \((A)\); and (b) high clustering \((B)\).

shown in Figures 17(a) and (b), they represent low and high clustering levels, respectively. The \( K(h) \) plots in Figure 18 show that the first local minimum for the sparse distribution reaches a value close to zero, while clustered microstructure has a non-zero minimum of 0.008.

2. Periodicity and isotropy: The covariance plot in Figure 18 of the simulated microstructure 17(a) shows a rise to a local maxima following the first minima. This behaviour can be observed multiple times for some micrographs, leading to an oscillatory behaviour of \( K(h) \). This phenomenon has been termed as the pseudo-periodic effect in Reference [61]. While periodic covariance is generally an outcome of a periodic process, an aperiodic structure
under some circumstances can also give a periodic covariance, as discussed in Reference [61]. Hence, other metrics are also necessary to confirm periodicity. Isotropy can be estimated by comparing the covariance function plots in two orthogonal directions for directionality. The covariance plots for the micrograph window 12(c) in Figure 16(a) shows that the \( K(h) \) values are not equal in the two directions. However, when the covariance of the larger parent micrograph of Figure 2 is plotted in Figure 16(b), an isotropic behaviour is observed.

4.3.2. Cluster index. Clustering in spatial distributions is manifested by a high local density of second phase heterogeneities. In the A356 micrograph of Figure 2, large regions of Al matrix are surrounded by clusters of Si particles that act as local stress risers. This structure is formed by solidification, where the growing aluminium dendrites force the Si particles into spaces between the dendrite arms. This results in clustering of silicon particles around the secondary dendrite arms. A method of quantifying the dendrite arm size is the secondary dendrite arm spacing (SDAS), which is measured as the average centre to centre distance of the secondary dendrite arms. However, SDAS does not give specific information about local clustering. For a better quantification of local clustering, two metrics, viz. spacing index (SI) and clustering intensity (CI) are implemented. These metrics quantify the number of inclusions concentrated in a particular region and the size of the matrix that is free of inclusions, respectively. The parameters are normalized with respect to a characteristic radius \( R_{ch} \) that is defined as

\[
R_{ch} = \sqrt{\frac{A_{\text{image}}}{\pi N}}
\]  

where \( A_{\text{image}} \) is the image area and \( N \) is the total number of inclusions. \( R_{ch} \) signifies the inter-particle distance for an ideal distribution of circular particles in the image. The spacing index (SI) is a measure of the dendrite arm size, which is estimated as the radius of the biggest circle that can
fit into the micrograph without intersecting any particles normalized by $R_{ch}$. However, as shown in Figure 19, tiny stray particles in the matrix region can result in lower than reasonable values of the arm size. To prevent this error, the spacing radius is evaluated beyond the first interfering particle to check if the radius increases drastically (at least 25%). In that event, a new radius is used with a compensating multiplication factor for the particles engulfed, i.e.

$$SI = \frac{R_{\text{max}}(1 - a_f)}{R_{ch}}$$

(26)

where $a_f$ is the area fraction of the interfering particle.

Cluster intensity (CI), on the other hand, measures the intensity of packing in a cluster. Karnezis [59] has evaluated CI by a quadrant method, where the image is divided into finite squares and clustering is identified by the number of particles inside each square. A shortcoming with this method is that it cannot detect clusters across boundaries of already fixed quadrants. To overcome this, the cluster intensity CI is restated as the normalized difference between the maximum and minimum number of particles enclosed within a characteristic circle of radius $R_{ch}$, i.e.

$$CI = \frac{N_{\text{max}}^e(x_{\text{max}}, y_{\text{max}}) - N_{\text{min}}^e(x_{\text{min}}, y_{\text{min}})}{N_{\text{avg}}^e}$$

(27)

where $N_{\text{max}}^e$ and $N_{\text{min}}^e$ are the maximum and minimum number of heterogeneities inside the characteristic circle at points $(x_{\text{max}}, y_{\text{max}})$ and $(x_{\text{min}}, y_{\text{min}})$ of the microstructure, respectively and $N_{\text{avg}}$ is the average number of heterogeneities inside the characteristic circle over the entire microstructure. A new parameter called cluster index ($\kappa = SI \times CI$) is introduced for quantifying clustering in the microstructure. The values of the cluster index for the simulated images of Figures 17(a) and (b) are $\kappa = 4.30$ and $\kappa = 6.91$, respectively. This establishes the effectiveness of the cluster index as a metric for identifying clusters.
4.3.3. Cluster contour. Contour plots of parameters representing the spatial distribution are also helpful in identifying clusters. Such a contour plot can be generated using the characteristic radius $R_{ch}$ as the field of influence of each heterogeneity. The total area of heterogeneities inside of each characteristic circle is measured as contour intensity (COIN) at a point. The cluster contour index is then defined in terms of the contour intensity as

$$t = 1 - \frac{\text{COIN}_{\text{mean}}}{\text{COIN}_{\text{maximum}}}$$

(28)

The mean and maximum values of COIN are evaluated from all points in the micrograph. A contour index $t = 1.0$ denotes high clustering, while values closer to zero indicate uniform distribution. The contour index accounts for the area fraction of inclusions within a prescribed region while the cluster index considers the number of inclusions in this region. The cluster contours of the simulated images 17(a) and (b) are plotted in Figures 20(a) and (b), for which the contour index values are $t = 0.551$ and $t = 0.723$, respectively. In Table II, various characteristic functions of size, shape and spatial distributions are documented for the WIGE algorithm simulated micrograph of Figure 13(b), and the corresponding SEM micrograph of Figure 12(b). The excellent
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Figure 20. Cluster contour of simulated micrographs A and B in Figures 17(a) and (b), respectively.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>SEM micrograph</th>
<th>Simulated micrograph</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of inclusions</td>
<td>75</td>
<td>72</td>
</tr>
<tr>
<td>Area fraction $\alpha_f$</td>
<td>4.52%</td>
<td>4.50%</td>
</tr>
<tr>
<td>Least roundness $\rho$</td>
<td>0.37</td>
<td>0.35</td>
</tr>
<tr>
<td>Least edge smoothness $\chi$</td>
<td>0.55</td>
<td>0.52</td>
</tr>
<tr>
<td>Cluster index $\kappa$</td>
<td>20.41</td>
<td>19.77</td>
</tr>
<tr>
<td>Contour index $t$</td>
<td>0.84</td>
<td>0.83</td>
</tr>
</tbody>
</table>
agreement in the values of characteristic functions validates the effectiveness of the WIGE algorithm.

The size, shape and spatial distribution descriptors quantify microstructural characteristics that can be used for determining the scale of different regions of a computational domain in a multiscale modelling framework. The following section addresses a method to delineate this multi-scale morphology based domain partitioning (MDP) as a precursor to multiscale modelling.

5. MORPHOLOGY BASED DOMAIN PARTITIONING (MDP) AS A PREPROCESSOR FOR MULTISCALE MODELLING

The concurrent multi-level models of Figure 1, that have been developed in References [16–18, 28] for multi-scale modelling of heterogeneous materials, inherently undergo domain partitioning based on the evolution of stresses, strains and/or damage in the microstructure. An assumption is made in the previous work that the entire computational domain is initially homogenizable for purely macroscopic computations. Concurrent micro-regions emerge in the computational domain with evolving deformation and other variables in the microstructure. However, many heterogeneous materials such as the cast aluminium alloy A356 considered in this study have natural multiple length scales even from a morphological point of view. A low resolution micro-region of this material is shown in Figure 21. The geometric features of the local morphology render some regions statistically inhomogenizable, i.e. statistically equivalent representative volume elements or SERVEs cannot be identified for these regions due to high local gradients in geometric features. Detailed description of statistical homogeneity and methods of identifying a SERVE have been provided in Reference [62]. Hence, in a true concurrent multi-scale computational model, these regions of geometric inhomogeneity should be identified a priori, and modelled separately at

Figure 21. (a) A low resolution microstructural image of the cast aluminium alloy A356 macroscale considered for partitioning; and (b) and (c) high resolution micrographs for simulating high resolution images.
different length scales in a concurrent setting. The resulting computational domain is expressed as
\[ \Omega_{\text{comp}} = (\bigcup_{i=1}^{N_{\text{mac}}} \Omega_{\text{mac}}^i) \cup (\bigcup_{i=1}^{N_{\text{mic}}} \Omega_{\text{mic}}^i), \]
where the subscripts mac and mic correspond to regions that can and cannot be homogenized, respectively.

Once the high resolution microstructural features have been generated for all locations in the computational domain by the PIGE or WIGE algorithms described in Section 2, the microstructural characterization functions and tools described in Section 4 can be used for delineating regions with different scales in the multi-scale model. The objective of this section is to develop criteria that can enable this partitioning of the computational domain into regions of homogeneity and inhomogeneity. Functions of the microstructural descriptors of Section 4 are developed for the underlying high resolution microstructure to establish the partitioning criteria. Successive domain partitioning and refinement are executed based on these criteria. The adaptive domain partitioning is limited by a homogeneous length scale parameter that separates statistically homogeneous regions from heterogeneous regions. This is discussed next.

5.1. Statistical homogeneity and homogeneous length scale (HLS)

A heterogeneous medium is defined as spatially stationary or statistically homogeneous, if the joint probability distributions describing the stochasticity of the microstructure is invariant with respect to translations [32]. For statistically homogeneous media, the \( n \)-point probability function \( S_n \) has been shown in Reference [32] to satisfy the condition

\[ S_n(x_1, x_2, \ldots, x_n) = S_n(x_1 + y, x_2 + y, \ldots, x_n + y) = S_n(x_{12}, \ldots, x_{1n}) \quad \forall n \geq 1 \] (29)

where \( x_1, x_2, \ldots, x_n \) are position vectors of \( n \) points in the medium and \( x_{ij} = x_j - x_i \). For a statistically homogeneous medium, \( S_n \) depends on the relative positions, rather than on the absolute positions. For this case, \( S_1 \) (the volume or area fraction) is a constant everywhere. Hence homogeneity in material microstructure can be assumed at regions, where \( S_1 \) does not vary significantly with location. This is the basis of establishing the homogeneous length scale in the material microstructure in Reference [63]. HLS is defined in Reference [63] as the dimension of the domain or the length scale above which the local variability in area fraction is smaller than a specified tolerance. The process of determination of HLS is as follows:

1. Consider a suitably large, high resolution, microstructure domain of characteristic dimension \( L \).
2. The microstructure is divided into finite squares, each of size \( D \).
3. The area fraction \( A_f \) of the heterogeneities in each square is evaluated. The ratio of standard deviation \( \sigma_{A_f} \) to the mean area fraction \( \mu_{A_f} \) is defined as the coefficient of variation or COV, which denotes the variation in \( A_f \) between the squares.
4. The steps 2 and 3 are repeated for squares in the quilt of different sizes and the COV is evaluated for each square size.

For a Poisson distribution, the relation between the coefficient of variation and the normalized square size has been derived in Reference [63] as

\[ \text{COV}(A_f) = \frac{\sigma_{A_f}}{\mu_{A_f}} = \left( \frac{\pi}{4A_f} \right)^{0.5} \left( \frac{D}{L} \right)^{-1} \] (30)

The coefficient of variation in Equation (30), representing the variation of area fraction, varies linearly with the normalized quilt size in a logarithmic scale. Relation (30) suggests plotting...
the COV for squares of various sizes as a function of the normalized square size \((D/L)\) on a logarithmic scale. A tolerance value is set for the COV for determining the \((D/L)\) intercept from this plot. The homogeneous length scale HLS is consequently identified as the square size \(D\). The tolerance value is important in the determination of HLS. This length scale is a threshold, below which it is necessary to change from a homogenized to a heterogeneous domain representation with explicit delineation of heterogeneities.

5.2. Multiscale domain partitioning criteria

The MDP operation requires: (i) high resolution microstructure representation, with respect to key characteristic features, in the entire computational domain \(\Omega_{\text{comp}}\), (ii) the homogeneous length scale HLS, and (iii) representative functions of key microstructural descriptors. Since extreme values of the microstructural morphology play important roles in the localization and failure behaviour of heterogeneous materials, descriptors that reflect these characteristics are considered important in this study. The method begins with a coarse discretization of \(\Omega_{\text{comp}}\) into \(N^0\) subdomains or partitions, as shown in Figure 23(a). A microstructural unit is defined as a high resolution microstructural region \(\Omega_{\text{mic}}\) of dimension \(\zeta*\text{HLS}\) where \(\zeta<1\). In this study, the factor is chosen as \(\zeta = 0.5\). Each subdomain \(i\) is assumed to be made up of \(M^i\) underlying microstructural units. For successive partitioning of a subdomain \(i\) due to lack of homogeneity, statistical functions representing the variation of a descriptor in the \(M^i\) microstructural units are evaluated.

Size and shape descriptors in the refinement criteria include area fraction \((A_f)\), roundness \((\rho)\) and edge smoothness \((\gamma)\), while the spatial distribution descriptors include cluster index \((\kappa)\), contour index \((i)\) and the nearest neighbour distance \((L_{\text{nnnd}})\). Four functions of these descriptors are introduced to quantify their statistical variation. The selection of these functions is non-unique and somewhat ad hoc, but they provide a useful example.

1. \(F^1\): This function is a coupled representation of the area fraction \((A_f)\) and cluster index \((\kappa)\). High values of both these descriptors are detrimental to the material failure response. Consequently, the function is constructed in terms of the mean \((\mu)\) of the descriptors and is expressed as

\[
F^1_i = \mu(A_f)\mu(\kappa) \quad (31)
\]

The parameters \(\mu(A_f)\) and \(\mu(\kappa)\) are evaluated for the \(M^i\) microstructural units within each subdomain \(i\). \(F^1\) is more appropriate for cases where the size variation of heterogeneities is not significant.

2. \(F^2\): This function is a variant of \(F^1\), in which the cluster index \((\kappa)\) is replaced by the contour index \((i)\) and is expressed as

\[
F^2_i = \mu(A_f)\mu(i) \quad (32)
\]

\(F^2\) is relevant when the area of the heterogeneities, evaluated in \(i\), is important for identifying clusters. It can accommodate considerable variation in the size of heterogeneities.

3. \(F^3\): This function utilizes the spatial distribution of the heterogeneity nearest neighbour distance \((L_{\text{nnnd}})\) as a measure of clustering. Lower values of \(L_{\text{nnnd}}\) indicate higher degree of clustering (inverse correlation). Consequently an alternative form, which has a direct
correspondence to the degree of clustering, is written as

\[ \hat{L}_{\text{nn}} = 1 - \frac{L_{\text{nn}}}{L_{\text{mic}}} \]

where \( L_{\text{mic}} \) is the length of entire local microstructure \( \Omega_{\text{mic}} \). The resulting refinement function is then written as the mean of the product \( A_F \hat{L}_{\text{nn}} \) as shown below

\[ F_i^3 = \mu(A_f \hat{L}_{\text{nn}}) \] (33)

This function does not accommodate size and shape variations and is effective for microstructures with minimal variation in shape features.

4. \( F_i^4 \): When both the shape and size of heterogeneities are important in microstructural characterization, a function combining shape and size parameters may be defined as

\[ S_e = 1 + \sum_{k=1}^{N_c} \left[ \frac{A_f^k}{A_f} (w_p(1 - \rho_k) + w_e(1 - \chi_k)) \right] \] (34)

where \( A_f^k \) and \( A_f \) are the local area fraction of the \( k \)th heterogeneity and the overall area fraction for the subdomain \( \Omega_{\text{mic}} \), respectively, and \( \rho_k \) and \( \chi_k \) are the roundness and edge smoothness of the \( k \)th heterogeneity, respectively. \( N_c \) is the number of heterogeneities in \( \Omega_{\text{mic}} \) and \( w_p, w_e \) are weights that are assigned to the two shape descriptors. The weights in this study are taken as \( w_p = 0.5, w_e = 0.5 \). The term \((1 - \rho)\) is high for higher aspect ratios, while \((1 - \chi)\) increases with increasing surface irregularities. The normalized local area fraction \( A_f^k \) in the product gives a higher weight to heterogeneities of larger size, for which shape effects dominate. It should be noted that for microstructures where the aspect ratio or roughness are not pronounced, the value of \( S_e \) tends to 1.0. The contour index \((i)\) and the overall area fraction \( A_f \) are multiplied with \( S_e \) in the refinement function to capture spatial density of heterogeneities as well. The resulting function is written as

\[ F_i^4 = \mu(S_e \cdot A_f \cdot i) \] (35)

Statistical homogeneity is assumed for a subdomain in the microstructure if the values of the functions described above do not change considerably for any sub-region of that domain. Thus, starting from the initial computational domain, successive subdomain partitioning is performed based on criteria in terms of these functions. Only four partitions of each subdomain are considered in each refinement stage as shown in Figure 23(b). The four refinement functions \( F_i^1, F_i^2, F_i^3 \) and \( F_i^4 \) are evaluated in each subdomain together with each of its four partitions \( F_i^k(l), (l = 1, \ldots, 4) \). A subdomain \((i)\) is partitioned only if the following criterion holds for any of the four sub-regions:

\[ \frac{|F_i^k - F_i^k(l)|}{F_i^k} > C_{f1} \quad \text{for any } l = 1, \ldots, 4 \] (36)

where \( C_{f1} \) is a prescribed tolerance. The tolerance should be chosen judiciously, such that only the critical domains are partitioned. A value of \( C_{f1} = 0.15 \), corresponding to 15% variation is chosen in this paper. This value may be better determined from micromechanical analyses.
The refinement process locally reduces the subdomain size and ultimately can go below the dimension of the homogeneity limit or HLS. Once a subdomain reaches the HLS dimension through successive local partitioning, only one level of further partitioning is possible. The level below HLS is not homogenizable and hence cannot be refined any further. A special criterion is required for partitioning once the threshold dimension HLS is reached. Each of the subsequent partitions contain only one microstructural unit \(M^{\text{loc}}\) of dimension 0.5\(*\)HLS. It is not possible to evaluate the statistical functions \(F^k\), \(k = 1, \ldots, 4\) for a single \(M^{\text{loc}}\). The criterion is constructed in terms of the variation of average local area fraction \(A_f\), an important descriptor that is present in all the refinement functions \(F^k\). Partitioning below HLS is governed by the equation

\[
\frac{|(A_f)_i - (A_f)_i(l)|}{(A_f)_i} > C_{f2} \quad \text{for } l = 1, \ldots, 4
\]

(37)

Any sub-domain below the HLS threshold is characterized by significant variation in microstructural characterization functions, e.g. the local area fraction. Consequently those partitions for which the variation is really large are classified as inhomogeneous and opened up for explicit microstructural representation in the multi-level model of Figure 1. The factor \(C_{f2}\) is taken as 0.75, corresponding to a 75% difference, to capture critical regions in the microstructure. The combined microstructure simulation–characterization–partitioning method helps delineate and layout the hierarchy of scales in the computational model.

6. A NUMERICAL EXAMPLE

The domain partitioning algorithm is applied to the cast aluminium alloy A356 microstructure for demonstrating its effectiveness. The low resolution computational domain \(\Omega_{\text{comp}}\) of dimensions 2640 \(\mu\)m \(\times\) 1760 \(\mu\)m is shown in Figure 21. The PIGE algorithm of Section 2.1 is implemented to generate high resolution images of all points in \(\Omega_{\text{comp}}\). The correlation table in Figure 6 is constructed with two 110 \(\mu\)m \(\times\) 110 \(\mu\)m high resolution images at locations A (74 \(\mu\)m, 970 \(\mu\)m) and B (610 \(\mu\)m, 1387 \(\mu\)m) as shown in Figures 21(b) and (c). The spatial distance based weighting of Equation (9) is applied to create a sequence of contiguous high resolution microstructural images. Size, shape and spatial descriptors, discussed in Section 4, are evaluated for each of the simulated high resolution microstructural images. Next, the homogeneous length scale HLS delineating the threshold of homogeneous length scale is evaluated using the procedure outlined in Section 5.1. The \(\text{COV} - D/L\) plot for identifying HLS is shown in Figure 22, where the reference dimension is taken as \(L = 1760 \mu\)m. The HLS data is obtained for domains of two different sizes, viz. 1760 \(\mu\)m \(\times\) 1760 \(\mu\)m and 880 \(\mu\)m \(\times\) 880 \(\mu\)m. Figure 22 shows that the HLS plot is not much affected by the choice of the domain size and location. The HLS is obtained as 110 \(\mu\)m with a tolerance value in the area fraction \(\text{COV}\) of 0.2.

The computational domain shown in Figure 21(a) is initially divided into 6 subdomains to start the partitioning process. Successive partitioning progresses according to the refinement criteria in Section 5, till the subdomain size reaches below the HLS. Three cycles of successive refinement are conducted till the HLS is reached. The corresponding functions \(|F^k_i - F^k_i(l)|/F^k_i\), \(k = 1, \ldots, 4\) values in Equation (36) are reported in Tables III, IV and V. In Table III, the highest values of the functions are listed for the first cycle of domain partitioning. The subdomains of this table are marked in Figure 23(a). The functions have similar values for the descriptors \(F^2_i\), \(F^3_i\) and \(F^4_i\) and hence all of them point to the partitioning of the same subdomain 4 of Figure 23(a). The resulting
Figure 22. Determination of the homogeneous length scale HLS for A356 microstructure with micrographs of two different dimensions. The figure shows a linear fit in the log scale.

Table III. Highest values of the functions $|F_k^i - F_{k+1}^i(L)|/F_k^i$, $k = 1, \ldots, 4$ values in Equation (36) for the first cycle of domain partitioning in subdomains 1–6 shown in Figure 23(a).

<table>
<thead>
<tr>
<th>Subdomain no. (i)</th>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.1429</td>
<td>0.1209</td>
<td>0.1231</td>
<td>0.1069</td>
</tr>
<tr>
<td>2</td>
<td>0.1628</td>
<td>0.0669</td>
<td>0.0798</td>
<td>0.0709</td>
</tr>
<tr>
<td>3</td>
<td>0.0885</td>
<td>0.0845</td>
<td>0.0841</td>
<td>0.0902</td>
</tr>
<tr>
<td>4</td>
<td>0.1454</td>
<td>0.1964</td>
<td>0.2162</td>
<td>0.1937</td>
</tr>
<tr>
<td>5</td>
<td>0.0888</td>
<td>0.0115</td>
<td>0.0387</td>
<td>0.0224</td>
</tr>
<tr>
<td>6</td>
<td>0.1637</td>
<td>0.0732</td>
<td>0.0792</td>
<td>0.0758</td>
</tr>
</tbody>
</table>

Table IV. Highest values of the functions $|F_k^i - F_{k+1}^i(L)|/F_k^i$, $k = 1, \ldots, 4$ for the second cycle of domain partitioning in subdomains 1–4 shown in Figure 23(b).

<table>
<thead>
<tr>
<th>Subdomain no. (i)</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
<th>$k = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2299</td>
<td>0.2471</td>
<td>0.2110</td>
</tr>
<tr>
<td>2</td>
<td>0.1876</td>
<td>0.1977</td>
<td>0.1755</td>
</tr>
<tr>
<td>3</td>
<td>0.1225</td>
<td>0.1247</td>
<td>0.1272</td>
</tr>
<tr>
<td>4</td>
<td>0.0450</td>
<td>0.0434</td>
<td>0.0397</td>
</tr>
</tbody>
</table>

partitioning is shown in Figure 23(b). For $F_1^i$, the function has a value 0.1454 in subdomain 4, which is marginally below the criterion value 0.15 and hence is not selected for refinement. This results in a different refine ment from the other three functions. Consequently, only $F_2^i$, $F_3^i$ and $F_4^i$ are retained for the subsequent partitioning cycles shown in Figures 23(b), (c) and (d). For
Table V. Highest values of the functions |F_k^i - F_k^i(l)|/F_k^i, k = 1, ..., 4 for the third cycle of domain partitioning in subdomains 1–8 shown in Figure 23(c).

<table>
<thead>
<tr>
<th>Subdomain no. (i)</th>
<th>k = 2</th>
<th>k = 3</th>
<th>k = 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2502</td>
<td>0.2455</td>
<td>0.2466</td>
</tr>
<tr>
<td>2</td>
<td>0.2843</td>
<td>0.2901</td>
<td>0.3036</td>
</tr>
<tr>
<td>3</td>
<td>0.5002</td>
<td>0.4846</td>
<td>0.4183</td>
</tr>
<tr>
<td>4</td>
<td>0.1703</td>
<td>0.1824</td>
<td>0.1684</td>
</tr>
<tr>
<td>5</td>
<td>0.3972</td>
<td>0.4836</td>
<td>0.4220</td>
</tr>
<tr>
<td>6</td>
<td>0.1826</td>
<td>0.2011</td>
<td>0.1898</td>
</tr>
<tr>
<td>7</td>
<td>0.2839</td>
<td>0.3041</td>
<td>0.2816</td>
</tr>
<tr>
<td>8</td>
<td>0.0901</td>
<td>0.1010</td>
<td>0.1004</td>
</tr>
</tbody>
</table>

Figure 23. The domain partitioning process using Equations (36) and (37): (a) the distribution of the function |F^2 - F_2^2(l)|/F^2 for the 6 subdomains; (b) the first cycle of domain partitioning into 4 smaller subdomains; (c) the distribution of the partitioning function for the second cycle refinement; and (d) result of third cycle of partitioning to yield the final hierarchical model.

each of these cycles, the highest value of |F_i^k - F_i^k(l)|/F_i^k, k = 2, ..., 4 in each subdomain is tabulated in Tables IV and V. The subdomain numbers are labelled in Figures 23(b) and (c), respectively. The figures show the contours of the function |F^2 - F_2^2(l)|/F^2. The partitioning process continues till the size limit of HLS = 110 μm is reached. At this stage, Equation (37) is
Figure 24. The final computational domain partitioned using Equation (36) with any of descriptors $F^2$, $F^3$ or $F^4$ and Equation (37).

Table VI. Comparison of microstructural characteristics at a critical region $X$ and a non-critical region $Y$ shown in Figures 25(a), and (b) respectively.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Micrograph X</th>
<th>Micrograph Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of inclusions</td>
<td>38</td>
<td>15</td>
</tr>
<tr>
<td>Area fraction $A_f$</td>
<td>12.87%</td>
<td>3.78%</td>
</tr>
<tr>
<td>Least roundness $\rho$</td>
<td>0.24</td>
<td>0.35</td>
</tr>
<tr>
<td>Least edge smoothness $\chi$</td>
<td>0.31</td>
<td>0.58</td>
</tr>
<tr>
<td>Cluster index $\kappa$</td>
<td>7.31</td>
<td>5.64</td>
</tr>
<tr>
<td>Contour index $\iota$</td>
<td>0.82</td>
<td>0.79</td>
</tr>
</tbody>
</table>

used for the final refinement. The final partitioned computational domain is shown in Figure 24. The hierarchy of partitioned domains, shown in Figure 24, does not change with any of these functions in the criterion. Partitioning with $F^1$ leads to a much higher number of subdomains that renders it computationally expensive.

To verify the effectiveness of the partitioning method in identifying critical regions, the microstructure in a sub-HLS region is compared with a region that has not been partitioned by the algorithm. The window $X$ marked in Figure 24 corresponds to a region that has been achieved through the maximum successive partitioning. In contrast, the window $Y$ is from a region that has been untouched by the refinement. Simulated binary images of high resolution micrographs at these two locations are shown in Figures 25(a) and (b), respectively. The simulated micrograph 25(a) with 38 clustered inclusions is more critical than 25(b) with approximately 15 similar sized inclusions. Characteristic functions of size, shape and spatial distribution are tabulated in Table VI for the two micrographs. All these functions indicate that the micrograph 25(a) at location $X$ is more detrimental to the material response than micrograph 25(b) at location $Y$ and hence the effectiveness of the overall approach is established.
7. CONCLUSIONS

This paper is intended as a comprehensive pre-processor to multi-scale simulation of mechanical behaviour and damage in heterogeneous multi-phase materials. Three sets of methods and algorithms are developed towards this goal. The methods are strictly based on geometric features of the material morphology and do not use any mechanical response functions. The first set comprises of methods for simulating high resolution microstructural images from low resolution optical or scanning electron micrographs and a limited set of high resolution micrographs. Experimental acquisition of a large set of contiguous micrographs for creating a montage of images in any material domain is a difficult exercise. Aside from the time and expenses incurred in the acquisition process itself, perfect alignment of the microscope for non-overlapping adjoining domains is a non-trivial task. The proposed set of computational algorithms can aid significantly in this acquisition-reconstruction process. Two methods, viz. the polynomial interpolation with greyscale based enhancement (PIGE) and the wavelet interpolation with greyscale based enhancement (WIGE) are proposed in this work. Excellent convergence characteristics are observed for both methods with respect to 1-point, 2-point and 3-point probability functions. For the material considered in this paper, the WIGE method is found to yield slightly better result than the PIGE method. While the methodology developed is validated for multi-phase cast aluminium alloys consisting of intermetallics and particles, it can be easily applied to fibre/particulate reinforced composites and extended for more complicated polycrystalline alloy systems.

The second set of methods consists of material characterization tools for quantifying the microstructural features. The tools invoke parametric descriptors of size, shape and spatial distributions of the heterogeneities. The effectiveness of these descriptors in identifying specific microstructural
features that affect mechanical behaviour and failure is tested for a cast aluminium alloy A356 microstructure in this step.

The third and final set of methods are for multiscale morphology based domain partitioning (MDP) for delineating subdomains of different scales in a concurrent multi-scale analysis model. The first step in this objective is the estimate of a homogeneous length scale or HLS as a homogenization threshold. HLS helps in the delineation of statistically homogeneous and heterogeneous regions in a multi-phase material microstructure. Four descriptors are developed for incorporation in domain partitioning criteria. The descriptors are functions of microstructural parameters that are expected to affect material behaviour. Successive domain partitioning according to the criteria continues till the HLS is reached. A slightly different criterion is subsequently invoked to open regions where explicit representation of the multi-phase microstructure is necessary. The effectiveness of each of the descriptors and criteria in delineating multi-scale domain representations is demonstrated for a cast aluminium A356 microstructure. Follow on work on coupling the multi-scale domain partitioning with multi-scale analysis is currently underway and will be reported in a future paper.
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