Wavelet transformation based multi-time scaling method for crystal plasticity FE simulations under cyclic loading
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ABSTRACT

Microstructure based mechanistic calculations, coupled with physically motivated crack initiation criterion, can provide effective means to predict fatigue cracking in polycrystalline materials. However, the accommodation of large number of cycles to failure as observed in the experiments, could be computationally exhaustive to simulate using conventional single time scale finite element analysis. To meet this challenging requirement, a novel wavelet transformation based multi-time scaling algorithm is proposed for accelerated crystal plasticity finite element simulations in this paper. An advantage over other conventional methods that fail because of assumptions of periodicity etc., is that no assumption of scale separation is needed with this method. The wavelet decomposition naturally retains the high frequency response through the wavelet basis functions and transforms the low frequency material response into a “cycle scale” problem with monotonic evolution. The method significantly enhances the computational efficiency in comparison with conventional single time scale integration methods. Adaptivity conditions are also developed for this algorithm to improve accuracy and efficiency. Numerical examples for validating the multi-scaling algorithm are executed for a one dimensional viscoplastic problem and a 3D crystal plasticity model of polycrystalline Ti alloy under the cyclic loading conditions.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Many metals and alloys, such as titanium alloys and Ni-base superalloys, find widespread utilization in various high performance applications e.g. in the automotive and aerospace sectors. During service, these materials are exposed to cyclic loading conditions due to start up and shut down processes or load reversals. In many cases, this results in their fatigue or time delayed fracture. Fatigue failure in the microstructure evolves in three stages [1], viz. (i) crack nucleation due to inhomogeneous plastic flow or grain boundary failure, (ii) subsequent crack growth by cyclic stresses, and (iii) coalescence of cracks to cause fast crack propagation.

A large body of literature exists in the field of fatigue of metals [1–5]. Fatigue analysis by total life approaches includes (i) the stress–life or S–N approach, where the stress amplitude versus life is determined, and (ii) the strain–life approach e.g. the Coffin–Manson rule, where the number of cycles to failure is determined as a function of plastic strain. The total life approaches have been adjusted for notch effects using fatigue strength reduction and for variable amplitude fatigue e.g. in the Palmgren–Miner rule of cumulative damage. In these cases, microstructural effects are merely represented by shifts in such data curves after extensive testing. Alternatively, the defect or damage tolerance approaches determine fatigue life as the number of cycles to propagate a crack from a certain initial size to a critical size. These are determined from threshold stress intensity, fracture toughness, limit load, allowable strain or allowable compliance. The models assume the presence of a flaw in the structure, and predict life using models such as the Paris law [6]. Fatigue crack advance has been conventionally based on linear elastic fracture mechanics analysis related to the concepts of similitude. While these widely used models have worked well for alloys under specific test conditions, there is significant scatter in their predictions. The safe life and fatigue design criteria, conventionally employed in current practice [7], lead to premature retiring of a great number of expensive parts even before damage initiation, thus shortening their full useful life.

Lack of information on the material microstructure along with incorporation of underlying physics based mechanisms, prevent the creation of a generalized framework for conventional fatigue models to be applied to a variety of materials and loading conditions. Additionally, the lack of this information also results in a large scatter in the predicted life. Experimental studies on fatigue behavior of commercial alloys in [8–10] have demonstrated the influence of material deformation and damage mechanisms, creep, oxidation and microstructural instabilities on cyclic life. Morphological and crystallographic characteristics of the microstructure, e.g. crystal orientations...
and misorientations, grain size, grain boundary geometry etc., play significant roles in the mechanical behavior and fatigue failure response of the material. To account for these factors, the recent years have seen a paradigm shift towards the use of mechanistic models of detailed material microstructures for predicting fatigue crack nucleation and propagation. These methods show significant promise as superior alternatives to the empirical models. Many of these mechanistic approaches seek accurate description of material behavior through crystal plasticity based finite element models. Crystal plasticity theories with explicit grain structures are effective in predicting localized cyclic plastic strains [11–14]. Deformation modeling with crystal plasticity [15] has established that preferred grain orientations due to crystal rotation facilitate slip transmission across grain boundaries and are a dominant cause for material flow anisotropy leading to failure. In crystal plasticity based modeling approaches, the mechanical response of polycrystalline aggregates are deduced from the behavior of constituent crystal grains with specific assumptions about their interaction. Computational studies, e.g. in [16–20] have modeled anisotropy and its evolution in large deformation processes with this approach. Significant efforts are currently being made in cyclic plasticity and fatigue modeling from microstructural stress–strain evolution. Finite element calculations have shown that depending on the loading conditions, significant gradients of stresses or strains can evolve, even within a single slip system. The mechanical behavior of aluminum alloys in cyclic loading using crystal plasticity based FEM simulations of crystalline aggregates have been investigated in [21,22]. In [12], the authors have incorporated a crystal plasticity model with kinematic hardening to model cyclic plasticity in high cycle fatigue of Ti alloys. Ghosh et al. [23–27] have developed crystal plasticity models for deformation and creep in titanium alloys, e.g. Ti-6Al and Ti-6242, along with associated crack nucleation under cyclic loading in [13,14,28]. They have also modeled deformation and ratcheting fatigue of HSLA steels in [29,30]. These calculations provide a platform for the implementation of physics based cyclic deformation and crack evolution criterion that accounts for the effects of microstructural inhomogeneities.

Typically fatigue life in metallic materials could be of the order of thousands of cycles, depending on the material and loading conditions. A major challenge with the crystal plasticity finite element simulations for fatigue life prediction is the accommodation of the large number of cycles to failure, or even crack nucleation. In single time-scale finite element solutions using conventional time integration algorithms [31,32], each cycle is discretized into an appropriate number of time steps, over which integration is performed. In crystal plasticity calculations, a high resolution in the time steps is required for each cycle throughout the loading process, often leading to exorbitant computational requirements. Consequently, many studies on cyclic deformation with 3D crystal plasticity [12,21,22,30] have resorted to simulating a small number of cycles (∼100) and subsequently extrapolating the results to thousands of cycles for making fatigue life predictions. Extrapolation can lead to considerable error, particularly when it comes to the evolution of microstructural variables that are used in predicting local failure. It is therefore desirable to conduct simulations for a large number of cycles to reach the local states of crack nucleation and growth.

This requirement presents significant challenges due to the existence of different time scales, ranging from the scale of each load cycle to that of the life of the component. Methods of multi-scaling in the temporal domain may be introduced to avert some of these challenges. The method of direct separation of motions has been traditionally used to study the vibratory response under the application of high frequency loads [33,34]. It involves defining two separate integro-differential equations, one each for the high and low frequency components of the response. The high frequency component is either approximated or is calculated explicitly and is used in the integro-differential equation for the low frequency response. This method is based on the assumption that all variables are either locally periodic or nearly periodic in the temporal domain and applications of similar methods have been made to material problems in e.g. [35,36]. These methods implicitly assume that scale separation is admitted in these problems. However, these methods cannot be extended to crystal plasticity solutions due to the strong non-periodic response of evolving plastic variables and also due to localization in the spatial domain. In addition, these methods often invoke two-way coupling between the time scales that requires having to solve initial value problems in each step at both time scales. This can result in very high computational time and may not provide any advantage over single time scale calculations. In [37], cyclic averaging in conjunction with asymptotic expansion of variables in the time domain has been proposed as a basis of multi-time scaling. However, asymptotic expansion methods are not suitable for crystal plasticity simulations at or near fully reversed loading for with the amplitude ratio \( R \sim -1 \). Large oscillations present in plastic variables during reversible loading conditions lead to dominant higher order terms in the asymptotic series that do not conform to the requirements of monotonically decaying contributions of higher order terms.

This paper proposes a novel wavelet transformation based multi-time scaling (WATMUS) algorithm for accelerated crystal plasticity finite element simulations to overcome the above deficiencies. The wavelet decomposition naturally retains the high frequency response through the wavelet basis functions and transforms the low frequency material response into a “cycle scale” problem undergoing monotonic evolution. No assumption of scale separation is needed with this method. The organization of the paper is as follows. The crystal plasticity constitutive equations in the context of finite element implementation for Ti alloys are discussed in Section 2. A brief review of a few existing methods of time scale acceleration, that assume scale separation, periodicity etc. is given in Section 3. Section 4 introduces the wavelet based multi-time scaling scheme with a brief introduction to wavelets, followed by decomposition into coarse and fine-scale equations with the associated finite element framework. Adaptive methods to improve accuracy and efficiency of the algorithm are discussed in Section 5. Numerical examples for validating the WATMUS algorithm and establishing its capabilities are executed in Section 6. A one dimensional viscoplastic problem is modeled for reverse loading conditions and a 3D crystal plasticity model of a polycrystalline Ti-6Al alloys is simulated under the cyclic loading conditions. The paper is concluded in Section 7 with some concluding remarks.

2. Crystal plasticity constitutive relations

The material that is specifically studied in this work is a polycrystalline titanium alloy Ti-6Al with a hexagonal close packed or hcp structure. The hcp crystalline structure consists of 5 different families of slip systems as described in [23], including (a) three families of \( \langle 0001 \rangle \) systems, namely three equivalent basal \( \langle 0001 \rangle \{1120\} \), 3 equivalent prismatic \( \{1010\} \{1120\} \) and 6 equivalent pyramidal \( \{1011\} \{1120\} \) systems, and (b) two families of pyramidal \( \{c+a\} \) systems, namely 12 first order \( \{10 \overline{1} 1\} \{1123\} \) and 6 second order \( \{1122\} \{1123\} \) systems. This constitutes a total of 30 possible slip systems for hcp crystals. In Ti alloys, the different slip systems exhibit strong anisotropic behavior both in elasticity and in plasticity. For elasticity, a transversely isotropic response with five independent elastic constants is used [23–25,38]. Plastic deformation occurs by crystallographic slip on the different slip systems. The deformation behavior of the hcp material in this paper is modeled using a rate dependent, isothermal, elastic–viscoplastic, finite strain, crystal plasticity formulation following the work [23–25,38]. In this model, crystal deformation results from a combination of the elastic stretching and rotation of the crystal lattice and plastic slip on the
different slip systems. The stress–strain relation is written in terms of the second Piola–Kirchoff stress $S$ and the work conjugate Lagrange–Green strain tensor $E$ as

$$ S = C : E, \quad \text{where} \quad E = \frac{1}{2} (F^2 F^T - I) $$

Here $C$ is a fourth order anisotropic elasticity tensor and $F^T$ is the elastic component of the deformation gradient which is obtained by multiplicative decomposition

$$ F = F_0 F^T, \quad \text{det} (F^T) > 0 $$

where $F$ is the deformation gradient tensor and $F_0$ is its plastic component with the incompressibility constraint $\text{det}(F^T) = 1$. The flow rule governing evolution of plastic deformation is expressed in terms of the plastic velocity gradient as:

$$ L^p = F_0 F^p = \sum_{\alpha} \hat{\gamma}^\alpha \kappa^\alpha $$

where the Schmid tensor associated with $\alpha$-th slip system $s^\alpha$ is expressed in terms of the slip direction $\mathbf{n}^\alpha_s$ and the slip plane normal $\mathbf{n}^\alpha_h$ in the reference configuration as $s^\alpha = \mathbf{n}^\alpha_s \otimes \mathbf{n}^\alpha_h$. For a plastic slip rate $\dot{\gamma}^\alpha$ on the slip system $\alpha$, a power law dependence on the resolved shear stress $\tau^\alpha$ and the slip system deformation resistance $g^\alpha$ has been described in a number of crystal plasticity models $[16,18,39]$ as:

$$ \dot{\gamma}^\alpha = \hat{\gamma} \frac{\tau^\alpha - \tau^\alpha_0}{g^\alpha} \cdot \text{sign}(\tau^\alpha - \tau^\alpha_0), \quad \tau^\alpha = (F^T F) : s^\alpha $$

Here $m$ is the material rate sensitivity parameter, $\hat{\gamma}$ is the reference plastic shearing rate and $\gamma^\alpha$ is the back-stress that accounts for kinematic hardening in cyclic deformation.

2.1. Slip system deformation resistance

The evolution of the slip system deformation resistance is assumed to be of the form:

$$ \dot{g}^\alpha = \sum_{\beta} h^{\beta \alpha} | \dot{\gamma}^\beta | $$

The moduli $h^{\beta \alpha} = q^{\beta \alpha} h^1$ (no sum on $\beta$) corresponds to strain hardening rate due to self and latent hardening on the $\alpha$-th slip system due to slip on the $\beta$-th slip system. Here, $h^1$ corresponds to the self-hardening and $q^{\beta \alpha}$ is a matrix describing the latent hardening. The evolution of self-hardening, used in $[24,25,38]$, is of the form:

$$ h^\beta = h_0 \left| 1 - \frac{g^\beta}{g^\beta_0} \right|^c \text{sign} \left( 1 - \frac{g^\beta}{g^\beta_0} \right), \quad g^\beta_0 = g^0 \left( \frac{\gamma^0}{\tau^0} \right)^c $$

where $h_0$ is the initial hardening rate, $g^\beta_0$ is the saturation slip deformation resistance, and $r, g^0$ and $c$ are the slip system hardening parameters.

2.2. Back stress evolution

For modeling cyclic deformation it is important to include kinematic hardening. This has been done by including a backstress in the power law Eq. (4) as in $[23,29,40,41]$. Thereresolved effective stress $\chi^\alpha$, which is the driving force for the dislocation motion on slip system $\alpha$ is defined as:

$$ \chi^\alpha = c_\chi \gamma^\alpha - d_\alpha \hat{\gamma}^\alpha | \omega^\alpha $$

In Eq. (7), $c_\chi$ and $d_\alpha$ are the direct hardening and dynamic recovery coefficients, respectively.

2.3. Size effect

Experimental studies on alloy systems have shown the dependence of flow stress on grain size due to grain boundary strengthening with saturation at a threshold value of grain size. To account for size effects in crystal plasticity formulation, a Hall–Petch type relationship that relates the slip system deformation resistance to a characteristic length scale has been incorporated $[26,27]$. The dependence is expressed as:

$$ g^\alpha = g^0 + \frac{K^\alpha}{D^\alpha} $$

where $g^0$ and $K^\alpha$ are size effect related slip system constants that refer to the interior slip system deformation resistance and slope respectively, and $D^\alpha$ is the characteristic length scale governing the size effect (such as the grain size).

The calibrated elastic and crystal plasticity material constants are listed in Tables 1 and 2 respectively.

3. Review of some accelerated time integration methods for cyclic plasticity

Simulating a large number of cycles for crystal plasticity simulations is computationally prohibitive using conventional FE method with a single time scale integration. In these conventional methods of numerical time integration using semi-discretization, each cycle is discretized into a number of time steps for time integration. A high time step resolution may be required for each cycle, depending on the evolution pattern of the response variables throughout the loading process. In addition, it is often necessary to conduct simulations for a significantly high number of cycles to reach local states of damage initiation and growth. This presents a significant challenge due to the presence of two distinct time scales, viz.: 1. The fine time scale $\tau$ of each cycle, dictated by the frequency of loading 2. The coarse time scale $t$ of material evolution, characterized by the material relaxation time or time to failure.

To overcome this challenge, a variety of accelerated time integration methodologies have been devised in the literature. The following subsections discuss the feasibility and shortcomings of these approaches in reference to the rate dependent plasticity problem that is being solved here.

3.1. Extrapolation based methods

In extrapolation methods, the cyclic response of a representative microstructural volume is simulated up to a certain number of cycles and the evolution of state variables are extrapolated from these results thereafter. High cycle fatigue problems have been studied in $[12]$, where fatigue cracks usually initiate after thousands of cycles. However, only two complete strain cycles were simulated to obtain fatigue parameters with the assumption that the response stabilizes thereafter. Frettage fatigue in titanium alloys has been studied using a cyclic crystal plasticity model in $[42,43]$, where the response is assumed to stabilize after three load cycles. An extrapolation based approach has also been utilized in $[30]$ for predicting fatigue life of HSLA steels from the results.
of crystal plasticity simulations. The stabilized plastic strain response is used to derive a functional relationship for the local ratcheting rate in terms of the number of cycles and the mean applied stress, of the form:

\[
\frac{d\varepsilon^p}{dN} = \left[ \frac{d\varepsilon^p}{dN} \right]_0 \left( 1 - \frac{1}{N(1 + \ln(N))^{C_2}} \right)
\]

where \(C_1\) and \(C_2\) are parameters which depend on the applied mean stress and \(\left[ \frac{d\varepsilon^p}{dN} \right]_0\) is the ratcheting rate for the first cycle.

A major drawback of the extrapolation based approaches is that they fail to accurately track the evolution of microstructural variables that are often highly localized, e.g. the phenomenon of load shedding from one grain to its neighbors. This can lead to significant errors in the predicted value of the microstructural state variables and can render any microstructure based crack initiation criterion completely inaccurate. Another issue with these methods is that their accuracy is very sensitive to the point or points in time, from which values are being extrapolated. Reaching a stabilized state at all points in the polycrystalline microstructure may involve simulating a considerable number of cycles before the extrapolation is carried out. Even then, it does not exclude the possibility of inaccurate representation of local deformation states in the microstructure that are crucial for predicting fatigue life.

As a test of the extrapolation algorithms, a one-dimensional viscoplastic bar problem is solved with the following constitutive relations and boundary conditions.

\[
\sigma = E(\varepsilon - \varepsilon^p), \quad \varepsilon^p = \frac{\sigma}{E} + \left| \frac{E}{g} \right| \text{sign}(\sigma) \quad \text{with} \quad \varepsilon^p(0, t = 0) = 0 \quad \text{and} \quad g(x, t = 0) = \begin{cases} \frac{g_{01}}{m} & \text{for } 0 < x < L \\ \frac{g_{02}}{m} & \text{for } L < x < 2L \end{cases}
\]

with \(\sigma, \varepsilon, \varepsilon^p, g, m\), and \(a\) being the stress, strain, plastic strain, hardness, rate sensitivity exponent and reference strain rate. The cyclic boundary conditions imposed are:

\[
u(x = 0, t) = 0 \quad \text{and} \quad u(x = 2L, t) = \bar{u}_o + \bar{u}_o \sin \left( \frac{2\pi}{T} t \right) \quad \text{with} \quad \xi \to 0
\]

Eqs. (10) and (11) are solved using the finite element method using two 1-D bar elements for up to 2000 cycles of the applied displacement loading. Material parameters used are shown in Table 3 and the time period of the applied loading is 1 s i.e. \(\tau = 1\).

For testing the extrapolation based schemes, the simulation is continued till stabilization in plastic strain occurs corresponding to \(\Delta\varepsilon^p(N) \leq 10^{-3} \times \varepsilon^p_0(N)\). Here \(\varepsilon^p_0(N)\) is the plastic strain at the beginning of cycle \(N\) and \(\Delta\varepsilon^p(N)\) is the change in plastic strain over the \(N\)-th cycle. For the problem considered, stabilization occurs at around 2180 cycles and the variable \(\varepsilon^p_0(N)\) is extrapolated from the corresponding state using the formula:

\[
\varepsilon^p_0(N) = \varepsilon^p_0(N_0) + \left( \varepsilon^p_0(N_0 + 1) - \varepsilon^p_0(N_0) \right) \left( N - N_0 \right) \quad N > N_0
\]

Fig. 1 shows a comparison of the extrapolated solution with the completely solved finite element solution for 2000 cycles. The extrapolated solution accumulates error with increasing cycles, with an error of approximately 12% at around 5000 cycles even in this macroscopic variable. In another scheme, a cubic polynomial is fitted with the initial values of the plastic strain and the corresponding extrapolation is shown. This also fails in capturing the response after the stabilized cycle. It is obvious that these methods are likely to produce significant local errors even when overall stabilization has been achieved in the solution.

### 3.2. Block integration methods

Block integration methods divide the entire loading history into a series of blocks and subsequently evaluate the evolution of state variables within a block by using their starting values within the block. Block integration schemes have been developed in the context of continuum damage mechanics in [44–46]. In these methods a constant amplitude loading history is subdivided into a series of load cycle blocks. Each block consists of a series of load reversals between two fixed amplitudes. As pointed out in [46], limitations of these approaches are as follows:

- Solutions deviate from the equilibrium path caused by assumptions in the integration of the fatigue damage accumulation law (damage evolution independent of stress).
- It is difficult to estimate the adequate block size especially when the growth of the fatigue damage is high.
- The methods have limited applicability to heterogeneous materials.

As a remedy, the cyclic derivative of the damage parameter using an incremental finite element analysis has been proposed in [46]. This is

<table>
<thead>
<tr>
<th>CP Parameters</th>
<th>Basal &lt;(\varepsilon^p) slip</th>
<th>Prismatic &lt;(\varepsilon^p) slip</th>
<th>Pyramidal &lt;(\varepsilon^p) slip</th>
<th>Pyramidal &lt;(\varepsilon^p) slip</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\gamma_0)</td>
<td>0.0023</td>
<td>0.0023</td>
<td>0.0023</td>
<td>0.0023</td>
</tr>
<tr>
<td>(m)</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>(g_{01}) (MPa)</td>
<td>284</td>
<td>282.24</td>
<td>395</td>
<td>623.1</td>
</tr>
<tr>
<td>(K) (MPa (\mu m))</td>
<td>164.5</td>
<td>164.5</td>
<td>164.5</td>
<td>164.5</td>
</tr>
<tr>
<td>(h_0) (MPa)</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>(r)</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>(n)</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>(g_{02}) (MPa)</td>
<td>450</td>
<td>550</td>
<td>550</td>
<td>1650</td>
</tr>
</tbody>
</table>

Table 2: Crystal plasticity parameters in the hcp model for Ti-6AL.

Table 3: Properties for the 1-D visco-plastic problem.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E) (MPa)</td>
<td>(200 \times 10^3)</td>
</tr>
<tr>
<td>(\alpha) (s(^{-1}))</td>
<td>0.0023</td>
</tr>
<tr>
<td>(m)</td>
<td>0.02</td>
</tr>
<tr>
<td>(g_{01}) (MPa)</td>
<td>320</td>
</tr>
<tr>
<td>(g_{02}) (MPa)</td>
<td>600</td>
</tr>
<tr>
<td>(h) (MPa)</td>
<td>100</td>
</tr>
</tbody>
</table>

\(N_o = 1590\) cycles and the variable \(\varepsilon^p_0(N)\) is extrapolated from the corresponding state using the formula:

\[
\varepsilon^p_0(N) = \varepsilon^p_0(N_0) + \left( \varepsilon^p_0(N_0 + 1) - \varepsilon^p_0(N_0) \right) (N - N_0) \quad N > N_0
\]

Fig. 1. Comparison between the single scale and extrapolated solution for the 1-D problem.
then integrated over multiple cycles by a modified Euler approach with time step control. However, this approach violates the constitutive relations due to keeping state variables fixed while updating the damage variables, and a consistency adjustment procedure is required. Consequently, the number of cycles traversed in each step can turn out to be very small and the method will lose its advantage. Additionally, the consistency adjustment procedure can lead to non-uniqueness in the solution.

3.3. Dual time scale methods

Limitations of the previous approaches have led to the development of dual time scale methods [36,37,47] that assume the existence of two time scales in the solution to the governing equations. The first corresponds to a coarser time scale \( \tau \) that characterizes the slow varying behavior of the solution, while the second is a fine time scale \( \tau \) that characterizes the fast varying behavior. The methods rely on decoupling the problem into a set of coarse scale and fine scale evolution equations. Typically, a one-way coarse to fine scale coupling is necessary for harnessing the full computational advantage of these methods. The high frequency component is either approximated or is calculated explicitly and is used in a set of integro-differential equations for the low frequency response. The coarse scale equations, describing the low frequency behavior, can be integrated with significantly larger time steps compared to the normal cycle by cycle integration method. The fine scale evolution equations, corresponding to the high frequency component of the solution, are used to reconstruct the full solution at any point in the coarse time scale. Two approaches in this category are discussed next for their suitability to this class of problems.

3.3.1. Asymptotic expansion based methods

Dual time scale methods, proposed in [36,37,47] make use of an asymptotic expansion of the primary state variables to decouple their coarse and fine scale evolution. Yu and Fish [36] have proposed a temporal homogenization method in which they assumed all the variables to be locally periodic in time. This assumption was nominally relaxed in [47] to include variables, which are nearly periodic in time. Temporal periodicity or even near-periodicity are however not valid assumptions for evolving microstructural variables in crystal plasticity simulations under certain loading conditions. In addition, these methods may invoke two-way coupling between the time scales that requires solution of initial value problems at both time scales in each step. This can result in very high computational cost and may not provide any advantage over single time scale calculations.

To avoid two-way coupling, Ghosh et al. [37,48] have developed a decoupled set of crystal plasticity based governing equations. The problems are characterized by a cycle-averaged, low frequency behavior and a short time scale (high frequency) problem for the remaining oscillatory portion. Effective constitutive equations are developed for the cycle-averaged problem by interpolating in a parameter space that is created from single time scale solutions of single slip-system problems. The resulting averaged constitutive equations do not assume periodicity and are decoupled from the short time scale oscillatory behavior. Consequently, they can be solved with time increments that are of the order of multiple time periods of the cyclic loading. This can yield significant computational gain over single time scale solution. Furthermore, asymptotic expansions of various field variables are used to decompose the oscillatory problem into various orders of oscillations. Each order of oscillatory solution can be solved locally in temporal domain with the knowledge of the averaged solution. While computational efficiency can be significantly enhanced with this method for certain problems, the asymptotic expansion based methods can face serious deficiencies for some load cases as discussed later in this section. The main idea of the asymptotic methods and its application in [37,48] can be understood through the 1-D viscoplastic problem introduced in Section 3.1. All state variables, e.g. plastic strain, stress and hardness at a point \( x \) are assumed to depend on the two scales \( t \) and \( \tau \) and may be expressed in terms of an asymptotic series as:

\[
\varepsilon^{(0)}(x,t,\tau) = \varepsilon^{(0)}(x,t,\tau) + \varepsilon^{(1)}(x,t,\tau) + \mathcal{O}(\varepsilon^2)
\]

\[
\sigma^{(0)}(x,t,\tau) = \sigma^{(0)}(x,t,\tau) + \sigma^{(1)}(x,t,\tau) + \mathcal{O}(\varepsilon^2)
\]

\[
g^{(0)}(x,t,\tau) = g^{(0)}(x,t,\tau) + g^{(1)}(x,t,\tau) + \mathcal{O}(\varepsilon^2)
\]

In addition, these evolving variables \( \phi(x,t,\tau) \) can be decomposed into their average and oscillator parts as:

\[
\bar{\phi}(x,t) = \frac{1}{t_o} \int_{t_o}^{t} \phi(x,t,\tau) d\tau = \langle \phi \rangle \quad \phi_{osc}(x,t,\tau) = \phi(x,t,\tau) - \bar{\phi}(x,t)
\]

Substituting these decompositions into the constitutive equations and separating terms to corresponding to various orders of \( \varepsilon^{(0)} \) result in:

\[
\mathcal{O}(\varepsilon^{-1}) : \quad \frac{\partial \sigma_{osc}^{(0)}}{\partial \tau} = 0 \Rightarrow \varepsilon_{osc}^{(0)}(t,\tau) = \bar{\varepsilon}^{(0)}(t) \quad \text{and} \quad \varepsilon_{osc}^{(1)}(t,\tau) = 0
\]

\[
\mathcal{O}(\varepsilon^0) : \quad \frac{\partial \sigma_{osc}^{(0)}}{\partial \tau} + \frac{\partial \sigma_{osc}^{(1)}}{\partial \tau} = h \text{sign}(\alpha) \left( \frac{\partial \sigma_{osc}^{(0)}}{\partial \tau} + \frac{\partial \sigma_{osc}^{(1)}}{\partial \tau} \right)
\]

Local temporal periodicity, that has been assumed in [36,47], is in general not valid for problems involving plastic accumulation due to evolving hardening and other parameters. From the asymptotic analysis, the plastic strain oscillator is derived to be of \( \mathcal{O}(\varepsilon) \). This implies that the stress oscillator \( \sigma_{osc}^{(0)} \) is of the form:

\[
\sigma_{osc}^{(0)} = E_{osc} - \alpha_{osc}^{(1)} + \mathcal{O}(\varepsilon^2)
\]

Considering only \( \mathcal{O}(\varepsilon^0) \) contributions, the stress oscillator can be assumed to be elastic i.e. \( \sigma_{osc}^{(1)} \approx E_{osc} \alpha_{osc}^{(1)} \) as long as \( \varepsilon_{osc}^{(1)} \to 0 \). This result ensures that the stress oscillator can be obtained at every material point by simulating a single cycle. The approach used in [37,48] makes use of this property and assumes a coarse scale evolution equation for the average plastic strain of the form:

\[
\frac{d \bar{\varepsilon}^p}{dt} = f(\bar{\sigma}, \bar{\alpha}_{osc}^{char}, \bar{g})
\]

thereby decoupling the average and the oscillatory parts of the problem. The function \( f \) is obtained through a calibration process. In Eq. (17), \( \alpha_{osc}^{char} \) is selected as a characteristic function of the stress oscillator, e.g. the stress amplitude. From the results of the asymptotic analysis, the stress oscillator may be assumed to remain constant at a material point from cycle to cycle. Eq. (17) can now be used to integrate over many cycles in one integration step over coarse time \( t \).

Remark 1. Failure of the asymptotic methods for certain \( R \) ratios.

Load reversal in cyclic loading is expressed in terms of the reduced ratio, defined as \( R = \frac{\sigma_{min}}{\sigma_{max}} \). While the asymptotic expansion based methods work well for loads that are not in the vicinity of fully reversed loading i.e. for \( R \neq -1 \), they face severe limitations as the loads approach the
fully reversed loading case i.e. \( R \rightarrow -1 \). Large oscillations in the plastic variables are encountered near \( R = -1 \) that violate the assumption of decay of higher order terms in the asymptotic expansion. This implies that the stress oscillator is no longer elastic and has a strong inelastic component. Hence it is not possible to characterize it at a point across multiple cycles from the results of just one cycle. As a result, equations of the form (17) are not usable in such situations as discussed next.

The 1-D bar is subjected to an applied harmonic strain of \( \varepsilon(t, \tau) = \tilde{\varepsilon}_0 + \tilde{\varepsilon}_0 \sin\left(\frac{2\pi t}{\tau}\right) \). Here \( t \) represents the coarse or slow varying time scale and \( \tau = \frac{\tau}{\xi} \) with \( \xi \rightarrow 0 \) represents the fast varying time scale. Application of chain rule together with a relation connecting derivatives in the two scales results in:

\[
\frac{\partial \sigma^{(n)}(\tau)}{\partial \xi} + \frac{1}{\xi} \frac{\partial \sigma_{osc}^{(n)}(t, \tau)}{\partial t} = \frac{E \left( \tilde{\varepsilon}_0 + \tilde{\varepsilon}_0 \sin\left(\frac{2\pi t}{\tau}\right) \right)}{g} \left| \frac{1}{\xi} \right| \text{sign}(\xi)
\] (18)

Using the asymptotic expansion in Eq. (13) for a simplified case with \( m = 1 \) and \( h = 0 \), the following solution can be obtained analytically:

\[
\varepsilon^{P(t)} = \tilde{\varepsilon}_0 + \varepsilon_{osc}^{P(1)}(t) + O\left(\varepsilon^{2}\right), \quad \text{with}
\]

\[
\varepsilon_{osc}^{P(1)}(t) = -\tilde{\varepsilon}_0 \frac{\tau_o}{2\pi t_o} \cos\left(\frac{2\pi t_o}{\tau_o}\right)
\]

Additionally the stress expansion is

\[
\sigma^{\psi}(t, \tau) = \sigma^{\psi}_0(t) + \sigma_{osc}^{\psi}(t, \tau), \quad \text{where}
\]

\[
\sigma^{\psi}_0 = E \left( \tilde{\varepsilon}_0 - \tilde{\varepsilon}_0 \sin\left(\frac{2\pi t}{\tau}\right) \right) - \xi E \tilde{\varepsilon}_0^{P(1)} + O\left(\varepsilon^{2}\right), \quad \text{and}
\]

\[
\sigma_{osc}^{\psi}(t, \tau) = E \tilde{\varepsilon}_0 \sin\left(\frac{2\pi t}{\tau_o}\right) + \xi E \tilde{\varepsilon}_0^{P(1)} + O\left(\varepsilon^{2}\right)
\] (20)

with \( t_o = \frac{\xi}{2\pi} \). This solution demonstrates that as long as \( \xi \tilde{\varepsilon}_0^{P(1)} \rightarrow 0 \), the stress oscillator is elastic and can be obtained from just one cycle of the simulation. This is a key assumption in [36,37] and it is true as long the first order plastic strain \( \tilde{\varepsilon}_0^{P(1)} \) remains relatively small i.e. the oscillations in the plastic strain are not excessive. For an applied reversible sinusoidal loading with amplitude 0.006 and time period of 1 s, the variation of different orders of the stress oscillator over one cycle is shown in Fig. 2.

The figure shows that the first order stress oscillator contribution is around 22% of the elastic stress oscillator. Consequently, it cannot be neglected in the construction of the stress. From Eq. (19), the amplitude of the first order plastic strain oscillator is proportional to \( \tilde{\varepsilon}_0 \) i.e. the oscillatory part of the applied strain. Using the first order terms in \( \sigma^{\psi}_0 \) to calculate the \( R \) ratio, the following relationship is obtained:

\[
\tilde{\varepsilon}_0 \approx \begin{cases} 
\frac{1}{2} \left(1 - R\right) \left( |\tilde{\varepsilon}_0| + |\tilde{\varepsilon}|_{\max} \right) & \text{for } |R| < 1 \\
\frac{1}{2} \left(1 - R\right) \left( |\tilde{\varepsilon}_0| + |\tilde{\varepsilon}|_{\max} \right) & \text{for } |R| \geq 1
\end{cases}
\] (21)

The normalized amplitude of the plastic oscillator, denoted as (normalized \( |\tilde{\varepsilon}_0^{(1)}|_{\max} = \frac{2m_1 |\tilde{\varepsilon}_0|}{|\tilde{\varepsilon}_0| + |\tilde{\varepsilon}|_{\max}} \)) is plotted as a function of \( R \) in Fig. 3. Here \( t_o \) is a material parameter and \( |\tilde{\varepsilon}_0| + |\tilde{\varepsilon}|_{\max} \) is the maximum absolute value of the applied strain. The maximum value of the plastic strain oscillator \( \tilde{\varepsilon}_0^{(1)} \) occurs as \( R \rightarrow -1 \). Therefore the possibility of large oscillations in the plastic strain increases as \( R \rightarrow -1 \) and hence the stress oscillator does not remain elastic.

The same inference is made for the case of \( m = 0.02 \) in Fig. 4, where again the stress oscillator does not remain constant with progressing cycles. In addition to changes in the magnitude, there is a change in the shape of the oscillator waveform as well. This makes it difficult to obtain a characteristic value (\( |\tilde{\varepsilon}_0^{(1)}|_{\max} \)) to be used in Eq. (17).

The above study on the use of asymptotic expansion based methods for multi-time scaling of rate dependent plasticity equations is helpful for making the following conclusions.

1. Asymptotic expansion of state variables in the viscoplastic constitutive laws results in the condition that the plastic oscillations are of \( \mathcal{O}(\xi) \) or are very small.

2. As a consequence of the negligible plastic oscillations, the stress oscillator remains elastic and therefore shows very little variation across cycles. The decoupling between the scales is then achieved by integrating only the slow varying or low frequency components like the average response with large time increments. On the other hand, the fast varying or high frequency components remain the same across the cycles (stress oscillator) or are negligible (plastic strain oscillations).

3. In the case of reversible loading, the plastic oscillations are not negligible and the assumption of asymptotic decay of the successive terms in the series does not hold. The stress oscillator is now inelastic and needs to be explicitly solved from cycle to cycle. As a result, the decoupling that was possible earlier is no longer accurate, as the high frequency components have to be explicitly accounted for with progressing cycles.

![Fig. 2. Various orders of the stress oscillator in the asymptotic expansion (n = 0 is the elastic stress oscillator).](image1)

![Fig. 3. Effect of R ratio on the amplitude of plastic oscillator using a normalizing factor](image2)
3.3.2. Methods on homogenization of almost periodic functions

Oskay and Fish [35] have proposed an $a$-periodic temporal homogenization (APTH) operator to track the evolution of almost-periodic variables. Such near-periodicity may arise in constitutive laws due to irreversibility or damage accumulation. The averaging APTH operator $\langle \cdot \rangle_{\text{APTH}}$ acting on the $a$-periodic function $\phi_{\text{ap}}(x,t,\tau)$ has been defined in [35] through a coarse scale differential equation as:

$$\frac{d\phi_{\text{ap}}}{dt} \left( \langle \cdot \rangle_{\text{APTH}} \right) = \langle \phi_{\text{ap}} \rangle(t)$$ (22)

The fine time scale response of the function denoted by $\delta_{\text{ap}}$ is defined as:

$$\delta_{\text{ap}} = \phi_{\text{ap}}(t,\tau) - \langle \phi_{\text{ap}} \rangle_{\text{APTH}}(t)$$ (23)

The 1-D viscoplastic model of Section 3.1 can be resolved into a coupled set of coarse and fine scale initial-boundary value problems by using the APTH operator. The equations are solved using a staggered, global-local, integration scheme. In this adaptive scheme, coarse scale variables $\langle \phi \rangle_{\text{APTH}}(t_{n+1})$ at time $t_{n+1}$ are updated, while keeping the fine scale variables at $t_{n}$, i.e. $\delta_{n+1} = \delta_{n}$. The local, fine scale initial-boundary value problem is then solved with the updated values of the coarse variables over the time domain $[0,T]$.

This global-local method does not make use of the asymptotic expansion and hence does not suffer from the limitations pertaining to $R \to -1$. However if the coupling between the two scales is strong, it may lead to very small time steps in the coarse scale, thus affecting the computational efficiency adversely. This is illustrated for the 1-D viscoplastic problem in Fig. 5 for the fully reversible loading case $R = -1$. The results show increasing instability with higher step sizes (number of cycles traversed in each step) in the staggered approach. Fig. 5 shows oscillations in the solution for step size of two cycles, i.e. $\Delta N = 2$, while for $\Delta N = 4$ it leads to complete instability. The method does give accurate result for $\Delta N = 1$, but this corresponds to the normal cycle by cycle or fine scale integration with no computational advantage. In summary, the global-local approach using the APTH operator suffers from the following limitations for simulating rate dependent crystal plasticity problems:

1. The inability to solve the entire set of governing equations (equilibrium and constitutive) in a consistent manner leads to global-local or staggered approach, where one set of fields are artificially kept constant while the others are updated.
2. This approach may require unreasonably small time steps to preserve stability in the crystal plasticity simulations, thus negating the proposed time advantage due to decoupling.

In this paper, a new wavelet transformation based multi-time scaling method is introduced as a promising alternative to all the time acceleration methods discussed in this section. Unlike some of the conventional approaches, this method makes no assumption on the periodicity of the solution or asymptotic behavior of variables. The method is valid under all conditions of loading including the fully reversible case.

4. Wavelet transformation based multi-time scaling methodology for cyclic crystal plasticity simulations

The wavelet transformation based multi-time scaling (WATMUS) methodology for accelerated time integration in crystal plasticity finite element analyses may be motivated by the viscoplastic response of a material undergoing cyclic plastic deformation. Shown in Fig. 6(a) is the evolution of a rate dependent crystal plasticity state variable ($\gamma$), solved by the finite element method. Clearly, the material response can be resolved into two time scales, viz. (i) a rapidly oscillating response within each cycle corresponding to a fine time scale $\tau$ as shown in Fig. 6(b,c), and (ii) a slowly varying monotonic response over the entire loading time span as shown in Fig. 6(d), corresponding to a coarse time scale $t$. The coarse time scale in this methodology can be identified with the cycle scale $N$, and hence projects a monotonic behavior. Correspondingly, the value of any given state variable $\gamma_{n}$ at the beginning of a given cycle can be thought of as a coarse time scale variable. This state variable will not vary in the $\tau$-scale within each cycle and hence, it can be considered to be purely a function of the cycle number $N$, i.e. $\gamma = \gamma(N)$. The objective then is to obtain a coarse time scale (cycle scale) evolution equation of the form:

$$\frac{d\gamma}{dN} = f \left( \gamma(N), \varepsilon^{k}(N) \right)$$ (24)

where $\varepsilon^{k}(N)$ are the wavelet decomposed strain coefficients over the cycle $N$ that is resolved with respect to wavelet basis functions $\psi_{k}(\tau)$ in the $\tau$-scale. Note that without the wavelet components $\varepsilon^{k}(N)$, it is not possible to obtain the right hand side in Eq. (24) and a global-local approach would have to be used along with its limitations. Thus, any variable, e.g. the strain can be resolved in a wavelet basis as:

$$\varepsilon(x, t, \tau) = \varepsilon(x, N, \tau) = \sum_{k} \varepsilon^{k}(x, N) \psi_{k}(\tau)$$ (25)

The coefficients $\varepsilon^{k}(x, N)$ depends only on the cycle number $N$ and the location $x$ in the material microstructure. It is important to note that the $\tau$-scale basis functions $\psi_{k}(\tau)$ do not change with cycles $N$. For any material variable, the coarse scale behavior is associated with the cycle number $N$ and the fine scale behavior with the time scale $\tau \in [0,T]$. 

![Figure 4](image.png)  
Fig. 4. Comparison of the stress oscillator across different cycles for $R = -1$.

![Figure 5](image.png)  
Fig. 5. Comparison of the fine-scale solution with the APTH operator based solution with different step sizes, for the 1-D viscoplastic problem.
T being the loading period. Equations (24) and (25) can then be used to delineate the coarse and fine scale behavior of the constitutive equations. A single integration step of Eq. (24) can traverse many cycles $\Delta N$, resulting in significant computational efficiency of the algorithm. The value of $\Delta N$ is expected to increase with response stabilization.

The WATMUS methodology introduced in this work requires appropriate basis functions for temporally resolving the displacement vector, and the corresponding strain or deformation gradient fields as in Eq. (25). An ideally chosen set of basis functions should satisfy the following conditions:

- The functions should be orthogonal, i.e. form a linearly independent set.
- The functions should be able to represent all possible waveforms in the response variables to a pre-determined resolution.
- The number of coefficients, corresponding to the number of basis functions used in this representation must be optimally small. This should hold even as the number evolves with progressing cyclic deformation.

A spectral basis representation in terms of Fourier series functions suffer from the following shortcomings:

- The basis functions in a Fourier series have infinite support. The use of a finite set of Fourier coefficients, while truncating others in the infinite series, can lead to instabilities in the oscillatory response. Such instabilities, e.g. the Gibbs phenomenon give spurious oscillations at regions where the signal is cut-off. This in turn can lead to inaccuracies in the coarse scale solution.

- The dominant terms, needed to match a response signal, are not known a-priori in the selection of a finite subset of the infinite Fourier series. A trial and error process is needed to establish these terms.

It is deemed that a basis of wavelet functions avoids these shortcomings and hence is considered for the multi-time scale (WATMUS) approach developed here.

4.1. Brief overview of wavelet basis functions

Wavelet basis functions span the space of square integrable functions $L^2(R)$ through translation and dilation of the scaling function $\phi(\tau)$ [49,50], which satisfies the following refinement condition:

$$\phi(\tau) = \sum_{k=1}^{N_{filt}} h_k \phi(2\tau - k)$$

(26)

Parameters $h_k$ and $N_{filt}$ characterize the wavelet basis and correspond to the components of a low pass filter. Any function in this space can be expressed as:

$$f(\tau) = \sum_{m} \sum_{n} C_{m,n} \phi_{m,n}(\tau)$$

(27)

where $\phi_{m,n} = 2^m \phi(2^m \tau - n)$ with $m,n \in \mathbb{Z}$ corresponding to the dilatation and translation of $\phi$ respectively. This means that at a
certain resolution, the subspace is spanned by translations of the scaling function in Eq. (26), dilated to that resolution. The scaling function \( \phi(\tau) \) function may be used to produce a multiresolution analysis in \( L^2(R) \) using the property:
\[
\{0\} \subset \cdots \subset V_{m} \subset V_{m+1} \subset \cdots \subset L^2(R)
\]  
(28)
where \( V_m \) denotes the subspace of \( L^2(R) \) at resolution \( m \) with the basis \( \phi_m \). A complimentary space of interest in the multiresolution analysis is the detail space \( W_m \), which contains the orthogonal difference between two consecutive resolutions \( V_m \) and \( V_{m+1} \), i.e., \( V_{m+1} = V_m \oplus W_m \). The basis functions for this space is generated in a similar manner to that of \( V_m \) through the translation and dilation of a mother wavelet function \( \psi(\tau) \), i.e., \( W_m = \text{span} \{ \psi_{m,n} = 2^n \psi(2^m \tau - n), \quad m,n \in \mathbb{Z} \} \). The mother wavelet satisfies a condition similar to Eq. (26):
\[
\psi(\tau) = \sum_{k=1}^{N_m} g_k \phi(2\tau - k)
\]  
(29)
where \( g_k \) corresponds to the components of a high pass filter and is another characteristic of the wavelet basis. In other words the wavelet basis can be completely represented through the filter coefficients \( h_k \) and \( g_k \) using Eqs. (26) and (29). Filter coefficients for the Daubechies-4 wavelet used in the present work (see [51]) are given as:
\[
\begin{align*}
&h_1 = 1 + \frac{\sqrt{3}}{4} \\
&h_2 = 3 + \frac{\sqrt{3}}{4} \\
&h_3 = \frac{3-\sqrt{3}}{4} \\
&h_4 = 1 - \frac{\sqrt{3}}{4}
\end{align*}
\]  
(30)
\[
\begin{align*}
g_1 &= 1 - \frac{\sqrt{3}}{4} \\
g_2 &= -3 + \frac{\sqrt{3}}{4} \\
g_3 &= \frac{3 + \sqrt{3}}{4} \\
g_4 &= -1 - \frac{\sqrt{3}}{4}
\end{align*}
\]
These coefficients are obtained from the following considerations:

- **Compact support:** The Daubechies-4 wavelet has four filter coefficients \( N_m = 4 \). This leads to a \( \phi(\tau) \) and \( \psi(\tau) \) with support [0,3].
- **Orthogonality of translation:** Scaling functions obtained through the coefficients \( h_k \) satisfy \( \int_{-\infty}^{\infty} \phi(\tau-k) \psi(\tau) \, d\tau = 0 \).
- **Smoothness:** Coefficients are selected so as to have the maximum number of vanishing moments for a given support (2 in the case of Daubechies-4 wavelet). This implies that the basis can capture a linear function exactly.

Using Eq. (26) at discrete points \( \tau = 0,1,2,3 \) in the time scale and setting to zero the points outside the compact support [0,3] results in the following equation:
\[
\begin{align*}
\begin{bmatrix}
\phi(0) \\
\phi(1) \\
\phi(2) \\
\phi(3)
\end{bmatrix}
&= 
\begin{bmatrix}
h_1 & 0 & 0 & 0 \\
h_2 & h_1 & 0 & 0 \\
h_3 & h_2 & h_1 & 0 \\
h_4 & h_3 & h_2 & h_1
\end{bmatrix}
\begin{bmatrix}
\phi(0) \\
\phi(1) \\
\phi(2) \\
\phi(3)
\end{bmatrix}
\end{align*}
\]  
(31)

One of the eigen-values of the square matrix on the right hand side of the above equation may be set to 1, through appropriate choice of \( h_k \) in Eq. (30). Correspondingly, the values of the scaling function at \( \tau = 0,1,2,3 \) are obtained from the eigen-vector and this is used as starting values in the following recursive relationship once again obtained from Eq. (26):
\[
\phi(\frac{n}{2^j}) = h_1 \phi(\frac{n}{2^{j+1}}) + h_2 \phi(\frac{n-1}{2^{j+1}}) + h_3 \phi(\frac{n-2}{2^{j+1}}) + h_4 \phi(\frac{n-3}{2^{j+1}})
\]  
(32)
\[\forall n = 1,2,\ldots,3 \cdot 2^j, \quad j = 1,2,3,\ldots\]

A similar procedure can be obtained for the mother wavelet \( \psi(\tau) \). The values so obtained for the scaling function and the mother wavelet are shown in Fig. 7.

A function, belonging to the space \( V_m \), can thus be split into two orthogonal components. One of the components belongs to a lower resolution space \( V_{m-1} \), while the other to the orthogonal space \( W_{m-1} \) that corresponds to the difference signal between the two successive resolutions. Mathematically speaking
\[
f_m(\tau) = \sum_{\nu} \langle f^m, \phi_{m-1,n} \rangle \phi_{m-1,n} + \sum_{\nu} \langle f^m, \psi_{m-1,n} \rangle \psi_{m-1,n}
\]  
(33)
\[
= \sum_{\nu} a^{m-1,n} \phi_{m-1,n} + \sum_{\nu} d^{m-1,n} \psi_{m-1,n}
\]
\[
= f^{m-1} + \sum_{\nu} d^{m-1,n} \psi_{m-1,n}
\]

Coefficients \( a^{m-1,n}, d^{m-1,n} \) are called the approximation and the detail coefficients respectively. The function \( f^{m-1} \) is an approximation of the function \( f^m \) at a lower resolution. The same procedure can be carried out on \( f^{m-1} \) and so on, each time reducing the resolution by half and generating an additional set of detail coefficients. The final decomposition, based on Daubechies-4 wavelets consists of only two approximation coefficients and remaining detail coefficients. The refinement Eqs. (26) and (29) can be used to connect the basis functions at the two consecutive resolutions \( m-1 \) and \( m \). For the Daubechies-4 wavelet, this yields:
\[
\psi(2^{m-1} \tau - n) = \sum_{k=1}^{4} h_k \psi(2^m \tau - 2n - k)
\]  
(34)
\[
\phi(2^{m-1} \tau - n) = \sum_{k=1}^{4} g_k \psi(2^m \tau - 2n - k)
\]
leading to the connection between the bases:

\[ \phi_{m-1,n} = \sum_{k=1}^{4} \frac{h_k}{\sqrt{2}} \phi_{m,2n+k} \]

\[ \psi_{m-1,n} = \sum_{k=1}^{4} \frac{g_k}{\sqrt{2}} \phi_{m,2n+k} \]  

(35)

The approximation coefficients at resolution \( m - 1 \) can now be written as:

\[ a^{m-1,n} = \left\langle f(\tau), \phi_{m-1,n} \right\rangle \]

\[ = \left\langle f(\tau), \sum_{k=1}^{4} \frac{h_k}{\sqrt{2}} \phi_{m,2n+k} \right\rangle \]

\[ = \frac{1}{\sqrt{2}} \sum_{k=1}^{4} h_k \left( f(\tau), \phi_{m,2n+k} \right) \]

\[ = \frac{1}{\sqrt{2}} \sum_{k=1}^{4} h_k d_{m,2n+k} \]  

(36)

Similarly for the detail coefficients at resolution \( m - 1 \):

\[ d^{m-1,n} = \sum_{k=1}^{4} g_k d_{m,2n+k} \]  

(37)

The above two relationships can be written in matrix form, assuming periodic extensions for the coefficients at resolution \( m \) as:

\[
\begin{bmatrix} a^{m-1} \\ d^{m-1} \end{bmatrix} = \frac{1}{\sqrt{2}} \begin{bmatrix} H & G \end{bmatrix} a^m
\]

(38)

where:

\[
\begin{bmatrix} H \\ G \end{bmatrix} = \begin{bmatrix} h_1 & h_2 & h_3 & h_4 & 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & h_1 & h_2 & h_3 & h_4 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\ h_3 & h_4 & 0 & 0 & 0 & 0 & \cdots & h_1 & h_2 \\ 0 & 0 & g_1 & g_2 & g_3 & g_4 & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \cdots & \vdots & \vdots \\ g_3 & g_4 & 0 & 0 & 0 & 0 & \cdots & g_1 & g_2 \end{bmatrix}
\]

(39)

The operation in Eq. (38) is similar to the action of a low pass \( H \) filter and a high pass \( G \) filter on the original data, yielding the approximation and detail coefficients respectively. The \( m - 1 \) level approximation coefficients can be further decomposed into approximation and detail coefficients at resolution \( m - 2 \), and can be successively continued until \( m = 1 \). The end results are approximation coefficients at \( m = 1 \) and detail coefficients at each filtering step. The coefficients are stored in a single array \( [c] \) and Table 4 shows the connection to the projection spaces for \( m = 7 \).

For all linear operations, the multi-resolution decomposition may be represented as:

\[ c^k = \sum_{l=1}^{N_{\text{wav}}} T_l f(\tau_l) \quad k = 1-N_{\text{wav}} \]

(40)

where \( c^k \) are the wavelet approximation and detail coefficients. The function is sampled at \( N_{\text{wav}}(=2^m) \) points in the fine time scale \( \tau_f \).

| Table 4: Coefficient numbers and resolution space. |
|--------|--------|--------|--------|--------|--------|--------|--------|
| Coeff. | \( c^1 \rightarrow c^2 \) | \( c^2 \rightarrow c^4 \) | \( c^3 \rightarrow c^8 \) | \( c^8 \rightarrow c^{16} \) | \( c^{16} \rightarrow c^{32} \) | \( c^{32} \rightarrow c^{64} \) | \( c^{64} \rightarrow c^{128} \) |
| Space  | \( V_1 \) | \( W_1 \) | \( W_2 \) | \( W_3 \) | \( W_4 \) | \( W_5 \) | \( W_6 \) |

The function is sampled at \( N_{\text{wav}}(=2^m) \) points in the fine time scale \( \tau_f \).

\[ T = T_p (e \otimes e) \]

is an orthogonal matrix containing the filter coefficients constructed by repeated application of Eq. (56).

4.1.1. Advantageous wavelet properties

Wavelet functions form excellent bases in the representation of fine time or \( \tau \)-scale cyclic response patterns, on account of the following properties:

- **Compact support:** Each wavelet basis has a compact support, i.e., spans a finite domain. As a result, the wavelet decomposition does not exhibit spurious instabilities like the Gibbs phenomena, commonly encountered with Fourier series representations.
- **Multi-resolution:** For a given resolution of the fine scale response, the space of basis functions is well defined and finite, unlike in the Fourier basis. This implies that it is a-priori possible to identify known set of wavelet basis functions to represent the fine scale variables in crystal plasticity analysis under cyclic loading. For the Fourier series, this has to be found by trial and error.
- **Number of coefficients:** The number of wavelet terms and coefficients can be minimized for a known response function. For example, in the case of dwell or triangular loading, response functions over a cycle might have segments that are almost linear. This makes the Daubechies-4 wavelets an ideal choice, since they are able to represent linear behavior exactly with only a few coefficients.

Choice of the optimal resolution in the wavelet representation is critical both for accuracy and efficiency of the problem solved. The maximum representative resolution can be obtained from the minimum time step required to integrate the single time scale problem to within a prescribed accuracy. In practice, this is determined from the first few cycles and the same resolution is retained throughout. This assumption is valid as long as there is no sudden change in the loading or boundary conditions in the problem course. For the simulations in the present work, it was observed that a time step of \( \frac{1}{128} \) gives a converged solution for the first few cycles and therefore has been used.

4.2. Coarse scale evolutionary constitutive relations

Coarse scale constitutive equations of the form in Eq. (24) are developed in this section. The evolution equation of a state variable \( y \) is assumed to be of the form:

\[ \dot{y} = f(y, \epsilon(t)) = f(y, \psi^k(N, \tau)) \]

(41)

where \( \psi^k(N) \) are known wavelet coefficients for the applied strain \( \epsilon(t) \). Given the initial value \( y_o(N) = y(N, 0) \) for a cycle \( N \) and the wavelet decomposed strain components \( \psi^k(N) \), the value of \( y \) at any fine time scale point (\( \tau \)) within the cycle can be expressed as:

\[ y(N, \tau) = y(N, 0) + \int_0^\tau f(y, \psi^k(N, \tau')) d\tau' = y_o(N) + \int_0^\tau f(y, \psi^k(N, \tau')) d\tau' \]

(42)

Continuity of \( y \) across cycles with time period \( T \) yields the relation \( y(N, T) = y(N + 1.0) = y_o(N + 1) \). Consequently, the coarse time scale derivative of \( y \) can be expressed as:

\[ \frac{dy}{dN} = y(N, T) - y(N, 0) = \int_0^T f(y, \psi^k(N, \tau')) d\tau' = y_o(N, \psi^k) \]

(43)

Eq. (43) represents the rate of change of the initial value of \( y \) per cycle, for which the integral expression is evaluated numerically using the backward Euler method. A second order implicit backward difference integration scheme is utilized for integration of this
equation. A multi-time step formalism is adopted in this scheme, where the derivative is expressed as:

\[
\frac{dy}{dN} (N + \Delta N) = \frac{a_1y_e(N + \Delta N) - a_2y_e(N) + a_3y_e(N - \Delta N_p)}{\Delta N}
\] (44)

\(\Delta N\) and \(\Delta N_p\) are cycle jumps corresponding to the current and previous steps. The parameters are expressed in terms of the cycle step ratio \(r = \frac{\Delta N}{\Delta N_p}\) as:

\[
a_1 = \frac{(r + 1)^2 - 1}{(r + 1)^2 - (r + 1)}, \quad a_2 = \frac{(r + 1)^2}{(r + 1)^2 - (r + 1)}, \quad a_3 = \frac{1}{(r + 1)^2 - (r + 1)}
\]

4.3. Coarse (Cycle) scale crystal plasticity finite element equations

The wavelet transform based multi-time scale (WATMUS) algorithm is applied to the crystal plasticity constitutive models presented in Section 2. The evolving microstructural variables in the crystal plasticity constitutive relations (1)–(7) are: \(F^p, g^\alpha, \chi^\alpha\). Applying the methodology discussed in the previous section, the coarse scale evolution equations for these variables can be expressed as:

\[
\frac{df_i^p}{dN} = f_0\left(F_j^0(N), F_j^p, g^\alpha, \chi^\alpha\right)
\]

\[
\frac{dg^\alpha}{dN} = g^\alpha\left(F_j^0(N), F_j^p, g^\alpha, \chi^\alpha\right)
\]

\[
\frac{d\chi^\alpha}{dN} = \chi^\alpha\left(F_j^0(N), F_j^p, g^\alpha, \chi^\alpha\right)
\] (45)

Here \(F_j^0\) is the initial value of plastic deformation gradient, \(g^\alpha\) and \(\chi^\alpha\) are the initial values of hardness and back stress respectively for slip system \(\alpha\) for the cycle \(N\). The right hand side in Eq. (43) is calculated using the formula in Eq. (44), i.e.:  

\[
\frac{df_i^p}{dN} = \int_0^T f_i^p(N, \tau) d\tau = \int_0^T \sum_{\alpha} \sum_{k \in I_{\alpha}} g_k^\alpha n_{iuk}^\alpha F_j^p d\tau
\] (46)

The integral in the numerator of the RHS is evaluated numerically using the backward Euler method. Once the values of the coarse scale variables are known, the increments of the Cauchy stress \(\Delta \sigma(N, \tau)\) and other state variables can be computed over the cycle \(N\).

The finite element formulation for the coarse scale equations introduces wavelet coefficients of nodal displacements as the primary solution variable, as opposed to nodal displacement components in conventional FEM. In this formulation, the element displacement field and the associated generalized nodal displacements of each element are expressed in terms of the wavelet basis expansion as:

\[
u_i(X, N, \tau) = \sum_{\alpha} N_{\alpha}(X) q_{\alpha}(N, \tau) = \sum_{\alpha} N_{\alpha}(X) \sum_{k = 1}^{N_{wav}} \eta_{\alpha} q_k(N) \psi_k(\tau)\] (47)

where \(N_{\alpha}(X)\) is the shape functions corresponding to the node \(\alpha\), \(q_{\alpha}\) is the nodal displacement component \(i\) for the \(\alpha\)-th node in an element, and \(\psi_k(N)\) are the corresponding wavelet coefficients. The wavelet coefficients are functions of \(N\) and not of \(\tau\), i.e., they evolve in the cycle scale alone. The corresponding wavelet coefficients of the deformation gradient field are derived to be:

\[
F_{ji}^p(X, N) = \int_0^T \left(\delta_{ji} + \frac{\partial u_j}{\partial x_i}\right) \psi_k(\tau) d\tau = \delta_{ji} \int_0^T \psi_k(\tau) d\tau + \sum_{\alpha} \frac{\partial N_{\alpha}(X)}{\partial x_j} q_k(N)
\] (48)

4.3.1. Starting procedure for solving the cycle scale problem

Initial conditions of the cycle scale governing equations are generated by conducting single (fine) scale analysis for the first few cycles \((N_1 \leq 5)\). This yields the initial displacement response and the initial values of the wavelet coefficients discussed in Eq. (29), i.e.

\[
q_k(N_1) = \sum_{i = 1}^{N_{wav}} \int_0^T q_i(N_1, \tau) d\tau = 1 - N_{wav}
\]

\(\hat{q}_k(N_1)\)s are wavelet coefficients of the nodal displacements resolved over the cycle \(N_1\) and \(N_{wav}\) corresponds to the number of wavelet basis functions or coefficients. The number of degrees of freedom for the corresponding finite element problem is then \(N_e \times N_{wav}\), where \(N_e\) is the number of displacement degrees of freedom in a conventional single time-scale FEM problem.

5. Adaptivity for accuracy and efficiency in the WATMUS methodology

The accuracy and efficiency of the wavelet transformation based multi-time scaling (WATMUS) methodology depends on two specific parameters, viz. (i) the number \((N_{wav})\) of wavelet bases or displacement coefficients \(q_k(N)\) selected in Eq. (47) and (ii) the step size \(\Delta N\) or the number of cycles traversed in each increment of the numerical integration scheme. Optimally, \(N_{wav}\) should be low as possible, while keeping the net errors due to waveform representation and series truncation respectively to under predetermined bounds. These criteria are discussed next.

5.1. Evolving and active wavelet basis functions

Retaining all the wavelet basis functions at a given resolution for representing a response function in Eq. (47) may lead to a large number of degrees of freedom in the crystal plasticity FE model. The efficiency of the WATMUS method can benefit significantly from optimally reducing \(N_{wav}\), by incorporating only the active and evolving wavelet bases required to represent the fine scale cyclic behavior of any state variable.

The following scheme is developed for adaptively selecting those coefficients that change considerably in time. For a given degrees of freedom, it divides the total set of wavelet coefficients \(\hat{q}_{\alpha}(N)\) into a set of evolving \((\hat{q}_k)\) and non evolving \((\hat{q}_k)\) coefficients respectively, i.e. \(\hat{q}_{\alpha} = \hat{q}_{\alpha}^{evol} \cup \hat{q}_{\alpha}^{non-evol}\). The division is based on the following criterion:

\[
\hat{q}_{\alpha}^{evol} = \left\{ q_{\alpha}^{k + 1} - 2q_{\alpha}^{k + 1} + q_{\alpha}^{k - 1} > \eta_1 C_1^{evol}, \quad k = 1 - N_{wav}\right\}
\]

\[
\hat{q}_{\alpha}^{non-evol} = \hat{q}_{\alpha}^{evol} \cup \hat{q}_{\alpha}^{non-evol}
\] (50)

The coefficient \(C_1^{evol} = \max_{k \in \{k+1, \ldots, 2k+1\}} (q_{\alpha}^{k + 1} - 2q_{\alpha}^{k + 1} + q_{\alpha}^{k - 1})\) is the maximum value of all coefficients at each resolution and \(\eta_1\) is a prescribed tolerance. The variation of nodal displacements over a given cycle can be obtained from its wavelet coefficients using the orthogonality property of the transformation matrix (see Eq. (56)):

\[
q_{\alpha}(N, \tau) = \sum_{k = 1}^{N_{wav}} T_{\alpha k} \hat{q}_{\alpha}^{k}(N) = 1 - N_{wav}
\]

\[
= \sum_{k \in \hat{q}_{\alpha}^{evol}} T_{\alpha k} \hat{q}_{\alpha}^{k}(N) + \sum_{k \in \hat{q}_{\alpha}^{non-evol}} T_{\alpha k} \hat{q}_{\alpha}^{k}(N)
\]

\[
= \sum_{k = 1}^{N_{wav}} T_{\alpha k} \hat{q}_{\alpha}^{k}(N) + q_{\alpha}^{add}(\tau)
\] (51)

The matrix \(T^{\alpha}\) is constructed from the wavelet transform matrix \(T\) by removing the rows corresponding to the non-evolving coefficients. The non-evolving coefficients remain constant during an integration step and is denoted by \(q_{\alpha}^{add}(\tau) = \sum_{k \in \hat{q}_{\alpha}^{non-evol}} T_{\alpha k} \hat{q}_{\alpha}^{k}(N)\).
The primary solution variables, corresponding to the displacement degrees of freedom, for the coarse-scale finite element model are \( \hat{q}_i^{\text{exact}} \). Accordingly, the wavelet coefficient degrees of freedom is 
\[ \sum_{\alpha} 3^{N_{\text{wav}}} \xi_i^{\alpha} = 1 \] 
\( N_{\text{wav}} \), corresponding to the sum of the number of evolving coefficients for all the displacement components at all nodes \( \alpha \). The unknown wavelet coefficients for a cycle are solved using the standard weak form of the equilibrium equation, decomposed into its wavelet components and expressed as:
\[
\hat{f}_i^k(N) = \sum_{j=1}^{N_{\text{wav}}} \hat{f}_j(N, \tau_i) = 0,
\]
(52)
where \( \hat{f}_j(N, \tau_i) = \int_{\Omega} f_{ij} \hat{N}_j d\Omega - \int_{\Gamma} T_{ij} \hat{N}_j d\Gamma \) is the weak form of the equilibrium equation for the coarse-scale finite element model.

Here \( B_{ij} \) and \( N_{ij} \) are matrices that respectively relate the element strain and displacement components to the nodal displacements for the \( i \)-th degree of freedom in a conventional, single time scale FEM. Furthermore, \( f(N, \tau) \) is the applied load over cycle \( N \). The change in Cauchy stress \( \bar{\sigma} \) is transformed by the wavelet transformation matrix \( T \). The Newton family of non-linear iterative solvers, for which the Jacobian matrix is approximated as:
\[
\frac{\partial f^k}{\partial \hat{q}_i} = \sum_{m=1}^{N_{\text{wav}}} \int_{\Omega} \frac{\partial f_k}{\partial \hat{q}_i} \bar{T}_{ij} d\Omega
\]
It is obtained by transforming the fine time scale Jacobian \( \frac{\partial k_f}{\partial q^k} \) for geometrically non-linear problems (see [52]) at a point \( \tau_{\text{int}} \) by the wavelet transformation matrix \( T \). Quasi-Newton non-linear solvers e.g. in [32] are used for solving the nonlinear equations and the expression (53) is used as the initial estimate for the Jacobian matrix.

5.1.1. Procedure for adding and removing wavelet coefficients

Adding and removing wavelet bases for accurate representation of the response functions is important for optimal convergence of the WATMUS method. The procedure for adaptively adding and removing wavelet coefficients \( q^k \), \( k = 1 - N_{\text{wav}} \), is illustrated with a 1-D problem (Section 5.2).

1. Start with an initial guess on the set of evolving coefficients \( \mathcal{G}^{\text{evol}} \) based on a selection criterion. In the case of the 1-D problem the criterion used is:
\[ \mathcal{G}^{\text{evol}} = \left\{ q^k \in \mathcal{G} \right\} \]
and \( \mathcal{G}^{\text{non-evol}} = \mathcal{G} \setminus \mathcal{G}^{\text{evol}} \).

2. Solve the problem for the evolving coefficients:
\[
f^k(q^k) = 0 \quad \forall k, l \in \mathcal{G}^{\text{evol}} \times \mathcal{G}^{\text{evol}}
\]
(54)
3. Based on the solution, select the set of coefficients \( \mathcal{G}^{\text{add}} \) to be added according to the criterion:
\[ \mathcal{G}^{\text{add}} = \left\{ q^k | q^k \in \mathcal{G}^{\text{non-evol}} \right\} \]
(55)
4. Go to Step 1.

This procedure ensures that an appropriate set of displacement coefficients are selected such that all the wavelet coefficients of the residual are within a certain tolerance, as opposed to just the ones corresponding to the evolving set. This in turn guarantees that the error in the displacement coefficients remain bounded as a consequence of the lemma discussed below.

**Lemma 1.** Let \( \hat{q}_i^{\text{exact}} \) denote the exact solution for the wavelet coefficients and \( q^k \) be the solution obtained by the dual time WATMUS method procedure for the cycle \( N \) by solving only in \( \mathcal{G}^{\text{evol}} \). Then:
\[
\left| \hat{q}_i^{\text{exact}} - q^k \right| \leq N_{\text{wav}} \max_{p \in \mathcal{G}} \left| K_{\text{evol}}^{-1} \left( \xi_p \right) \right| \cdot \max_{k \in \mathcal{G}} | f_k | \quad \forall k \in \mathcal{G}
\]
(56)
where \( K_{\text{evol}} = \frac{\partial f_k}{\partial \hat{q}_i} \) and \( \xi_p \in (q^k, \hat{q}_i^{\text{exact}}) \).

**Proof.** Using the Taylor expansion of \( f^k \) about \( q^k \):
\[
f^k(q^{\text{exact}}) = f^k(q) + \sum_{i=1}^{N_{\text{wav}}} \frac{\partial f_k}{\partial \hat{q}_i} \left( \hat{q}_i \right) \left( \hat{q}_i^{\text{exact}} - q^k \right)
\]
(57)
with \( \hat{q}_i \in (q^k, \hat{q}_i^{\text{exact}}) \). Note that the dual time scale procedure solves \( f^k = 0 \) for \( q^k \in \mathcal{G}^{\text{evol}} \). The exact solution however needs to satisfy:
\[
f_k(q^{\text{exact}}) = 0 \quad \forall k, l \in \mathcal{G}
\]
(58)
Assuming the solution is unique, Eq. (57) can be used to obtain:
\[
q^{\text{exact}} - q^k = \sum_{i=1}^{N_{\text{wav}}} K_{\text{evol}}^{-1} \left( \xi_i \right) f_i
\]
(59)
The Cauchy Schwarz inequality yields:
\[
\left| q^{\text{exact}} - q^k \right| \leq \sum_{i=1}^{N_{\text{wav}}} \left| K_{\text{evol}}^{-1} \left( \xi_i \right) \right| | f_i | \forall k \in \mathcal{G}
\]
(60)
This completes the proof as:
\[
\left| q^{\text{exact}} - q^k \right| \leq N_{\text{wav}} \max_{p \in \mathcal{G}} \left| K_{\text{evol}}^{-1} \left( \xi_p \right) \right| \cdot \max_{k \in \mathcal{G}} | f_k | \quad \forall k \in \mathcal{G}
\]
(61)
Numerically, it has been observed that \( | K_{\text{evol}} | < 1 \). Thus, the above lemma ensures that the error in all wavelet coefficients remain bounded even when solving with a reduced set \( \mathcal{G}^{\text{evol}} \), as long as the error in all the residuals belonging to \( \mathcal{G} \) remain bounded.

The procedure developed can be combined with a criterion for removing coefficients to obtain the optimal set of evolving coefficients, Coefficients whose cyclic rate of change is less than a pre-set tolerance \( \tau_{\text{tol}} \) are removed from \( \mathcal{G}^{\text{evol}} \) i.e.
\[ \mathcal{G}^{\text{non-evol}} = \mathcal{G}^{\text{non-evol}} \cup \left\{ q^k | | q^k(N) q^k(N+\Delta N) | / \Delta N \leq \tau_{\text{tol}} \max_{k \in \mathcal{G}} | q^k | \right\}
\]
(62)
This yields the new set of evolving coefficients.

5.2. Coarse (Cycle scale) integration step size control

The step size in the integration of cycle scale equations corresponds to the number of cycles traversed in each increment of the numerical integration scheme. An optimal step size is estimated in the WATMUS method from a truncation error criterion in conjunction with the residual of the equilibrium equation. For the implicit second order backward difference scheme in Eq. (44), the truncation error criterion is derived from the truncation of second order terms in the Taylor’s expansion of variable \( y_o \) as:
\[
\hat{y}_o = \frac{1}{6} \frac{d^3 y (r + 1)^2 - (r + 1)^4 \Delta N}{(r + 1)^2 - 1} \Delta N^5
\]
(63)
where \( r = \frac{\Delta N_p}{2N} \) is the ratio of the previous to the current step size. The relative error, plotted as a function of \( r \) in Fig. 8, shows that the error decreases asymptotically as \( r \) increases.

The norm of the error that is propagated to the equilibrium residual \( \delta \) from the constitutive level truncation error (63), is derived as:

\[
\delta_{\text{err}} = \delta_{\text{err}}^3 \Delta N^3, \\
\text{where} \quad \delta_{\text{err}} = \frac{1}{6} \max_{v} \left( \int_{v} B^T \frac{\partial \Delta \sigma}{\partial \Delta N} \left[ (r + 1)^2 - (r + 1)^3 \frac{d \sigma^0_p}{d N^3} \right] dV \right)
\]  

(64)

Eq. (64) accounts for the effect of the local constitutive error on the global equilibrium equations in the coarse scale problem. For the error to be bounded by a prescribed relative tolerance \( \eta \), the maximum allowed cycle step jump \( \Delta N_{\text{jump}} \) is estimated as:

\[
\Delta N_{\text{jump}} \leq \left( \frac{6 \delta_{\text{err}}}{\delta_{\text{err}}} \right)^{1/3}, \quad \text{where} \quad f_{\text{err}} = \sum_{v} \left( \int_{v} B^T \frac{\partial \Delta \sigma}{\partial \Delta N} \right) dV
\]  

(65)

6. Numerical examples solved with the WATMUS algorithm

The wavelet transformation based multi-time scaling (WATMUS) methodology is applied to study the cyclic response of a one-dimensional viscoplastic problem and a three-dimensional rate dependent crystal plasticity problem discussed next.

6.1. 1-dimensional elastic–viscoplastic problem

The WATMUS methodology is applied to study cyclic response of a 1-D elastic–viscoplastic bar introduced in Section 3. The bar is fixed at the left end and is subjected to a sinusoidal loading at the right end with frequency \( \omega = 2 \pi \), i.e. period \( T = 1 \). Variables in Eq. (10) that are integrated using the second order backward difference algorithm in Eq. (44) are the initial values of the plastic strain \( \epsilon^p_0 \) and hardness \( (g^0) \). For the 1-D problem, the algorithm is written as:

\[
\tau^{\text{const}} = a_1 \alpha_1 (N + \Delta N) + a_2 \alpha_2 (N - \Delta N) - \Delta N_{\text{wav}} \frac{d \alpha_3}{dN} (N + \Delta N) = 0
\]  

(66)

where \( \alpha_0 = \{ \epsilon^p_0 \} \)

Derivatives in Eq. (66) are calculated using Eq. (43). The Newton-Raphson nonlinear solver is used to calculate \( \alpha_0(N + \Delta N) \) from Eq. (66). The only unknown displacement in the model is that of node 2 (between the two elements), which is decomposed into its wavelet coefficients. The equilibrium equation, resolved in the wavelet basis, over a cycle step at \( N + \Delta N \) is:

\[
\int_{N+\Delta N}^{N+\Delta N+\Delta N} f_i (N + \Delta N) \omega_{i} (N + \Delta N, \tau) \omega_{i} (N + \Delta N, \tau) = 0, \quad k = 1 - N_{\text{wav}}
\]  

(67)

where \( \omega_i \) corresponds to the stress in element \( i \) and \( N_{\text{wav}} \) is the number of evolving displacement coefficients. The criterion for the maximum integration step-size is obtained similar to Eq. (65).

6.1.1. Jacobian matrices for solving the viscoplastic equations

Jacobian matrices for the constitutive level and equilibrium level iterations for the 1-D model are derived here. The evolving state variables during the cycle \( N + \Delta N \) are:

\[
\alpha(N + \Delta N, \tau) = \left\{ \begin{array}{c} \epsilon^p(N + \Delta N, \tau) \\ g(N + \Delta N, \tau) \end{array} \right\}
\]  

(68)

The corresponding coarse time variables are denoted as:

\[
\alpha_c(N + \Delta N) = \alpha(N + \Delta N, 0) = \left\{ \begin{array}{c} \epsilon^p(N + \Delta N, 0) \\ g(N + \Delta N, 0) \end{array} \right\} = \left\{ \begin{array}{c} \epsilon^p_0(N + \Delta N) \\ g^0(N + \Delta N) \end{array} \right\}
\]  

(69)

Coarse scale derivatives of these variables are obtained from Eq. (61) as:

\[
\frac{d \alpha_c}{dN} (N + \Delta N) = \alpha_c(N + \Delta N, T) - \alpha_c(N + \Delta N, 0) = \alpha_c(N + \Delta N, T) - \alpha_c(N + \Delta N, 0) - \alpha_c(N + \Delta N, 0)
\]  

(70)

where \( N_{\text{wav}} \) is the number of fine-scale points used to sample the displacement field at node 2. With a known value of \( \alpha_c \), the backtracking Euler method is applied to the integral Eq. (43) to obtain \( \alpha_{c_{\text{wav}}} \) from Eq. (10) as:

\[
\alpha_k = \alpha_{k-1} + \alpha_k \Delta \tau 
\]  

(66)

where \( \alpha_k = \{ \epsilon^p_k \} \)

(67)

The subscript \( k \) refers to the variable evaluated at fine-scale point \( \tau_k \) with \( k = 1 - N_{\text{wav}} \), and \( \Delta \tau = \frac{1}{N_{\text{wav}}} \). Linearization of the above equation yields:

\[
\frac{d \alpha_k}{d \alpha_0} = A_k \frac{d \alpha_{k-1}}{d \alpha_0} + \frac{E B_k / g_k}{h \text{sign} (\alpha_k)} \Delta \tau
\]  

(72)

For iteratively solving the constitutive level equations, the applied strain is kept fixed, i.e. \( d \epsilon_p = 0 \) for all \( k \). Applying chain rule to Eq. (72) yields the relation:

\[
\frac{d \alpha_k}{d \alpha_0} = A_k \prod_{l=0}^{k} A_l, \quad \text{with} \quad A_0 = I, \quad k = 1 - N_{\text{wav}}
\]  

(73)
Linearizing the constitutive residual Eq. (66) and substituting into Eq. (70) results in:

$$\mathbf{d}\mathbf{f}^{\text{const}} = b_\gamma \mathbf{d}x_\alpha - \Delta N \mathbf{d}x_{\text{Naw}}$$

where $b_\gamma = (a_\gamma + \Delta N)$ (74)

Substituting Eq. (73) into the above equation yields the Jacobian for the iterative solution of the constitutive relations as:

$$\frac{\mathbf{d}\mathbf{f}^{\text{const}}}{\mathbf{d}x_\alpha} = b_\gamma \mathbf{I} - \Delta N \sum_{i=0}^{\text{Naw}} \mathbf{A}_i$$

(75)

For calculating the Jacobian in the iterative solution of the equilibrium equation, it is linearized with respect to the node 2 displacement coefficients. In this case, the applied strain is perturbed as:

$$d\varepsilon = \sum_{i=1}^{\text{Naw}} \mathbf{T}_\alpha \hat{d}q_i$$

(76)

where $\hat{d}q_i$ are components of the wavelet transformation matrix in Eq. (49) and $\hat{d}q_i$ are the evolving displacement coefficients at node 2. Replacing Eqs. (72) and (73) into Eq. (76) yields:

$$\frac{\partial \mathbf{d}_e}{\partial \mathbf{q}} = \frac{\partial \mathbf{d}_e}{\partial \mathbf{x}_\alpha} \mathbf{T}_\alpha + \mathbf{A}_k \left[ \frac{B_p E / g_k}{\text{h-sign}(\alpha_k)} \right] \left[ \hat{q}_k - \hat{q}_{\text{Naw}} \right]$$

(77)

The constitutive relations are assumed to be satisfied during equilibrium iteration. Consequently, setting $\mathbf{d}\mathbf{f}^{\text{const}} = 0$ yields the relation:

$$\mathbf{d}_e = \frac{\Delta N}{b_\gamma} \mathbf{d}x_{\text{Naw}}$$

(78)

This is used along with Eq. (77) for $k = \text{Naw}$ to obtain:

$$\frac{\partial \mathbf{d}_e}{\partial \mathbf{q}} = \left( \mathbf{I} - \frac{\Delta N \partial \mathbf{x}_{\text{Naw}}}{\Delta \mathbf{q}_e} \right)^{-1} \mathbf{A}_{\text{Naw}} \left[ \frac{B_p E / g_k}{\text{h-sign}(\alpha_k)} \right] \left[ \hat{q}_{1Naw} - \hat{q}_{\text{Naw}} \right]$$

(79)

Eqs. (77) and (79) are now used to obtain the rate of change of the state variables $\alpha_k$ at a fine time-scale point $\tau_k$ with respect to the nodal wavelet coefficients, i.e.

$$\frac{\mathbf{d}x_k}{\partial \mathbf{q}} = \begin{bmatrix} \frac{\mathbf{d}x^p_k}{\partial \mathbf{q}} \\ \frac{\mathbf{d}x^g_k}{\partial \mathbf{q}} \end{bmatrix}$$

(80)

This is then used along with the linearized equilibrium Eq. (67) to obtain its Jacobian as:

$$\frac{\mathbf{d}\mathbf{f}^i}{\partial \mathbf{q}} = 2E\mathbf{d}_q + \varepsilon \sum_{l=1}^{\text{Naw}} \mathbf{T}_\alpha \left( \frac{\partial \mathbf{d}_e}{\partial \mathbf{q}} \right)_{\text{elem}2} - \left( \frac{\mathbf{d}x^p}{\partial \mathbf{q}} \right)_{\text{elem}1}$$

(81)

6.1.2. Results of cyclic loading simulation of the 1-D viscoplastic bar problem

The 1-D viscoplastic bar model, described in Section 3 is subjected to a fully reversed ($R = -1$) sinusoidal loading for 2000 cycles. The WATMUS method is used to integrate the problem in coarse cycle scale and the results are compared with those obtained from a single (fine) time-scale analysis, both with respect to accuracy and efficiency. The effects of (i) evolving wavelet coefficients of nodal displacements that are adaptively chosen for a tolerance $\varepsilon_{\text{tol}}$, and (ii) the maximum allowed step size (number of cycles), on the solution are also investigated.

Three displacement tolerances, viz. $\varepsilon_{\text{tol}} = 10^{-10}$, $10^{-4}$, and $10^{-3}$ are considered for selecting the number of coefficients that are expected to evolve during the loading process. The tolerances result in 128, 30 and 10 initial coefficients respectively, which can evolve freely with deformation. For each of the three tolerances, four different bounds on the maximum cycle step size $\Delta N_{\text{max}}$ in Eq. (65) are considered. The step size for a coarse scale integration increment is assessed as $\Delta N = \min(\Delta N_{\text{jump}}, \Delta N_{\text{max}})$. The value of $\eta$ in Eq. (65) is set to $10^{-3}$. Fig. 9 shows the variation of the coarse scale variables ($\varepsilon^p$ and $\varepsilon^g$) as functions of the number of cycles $N$.

Once the coarse scale variables ($\varepsilon^p$ and $\varepsilon^g$), along with the wavelet displacement coefficients are known for a given cycle $N$, the fine scale response for that cycle can be calculated by superimposing the wavelet bases according to Eq. (42). This is shown in Fig. 10, in which the plastic strain response over the 2000th cycle is obtained from the coarse scale solution. The fine scale response is plotted for different step bounds $\Delta N_{\text{max}}$ and for different number of evolving coefficients $\mathbf{q}$. Excellent agreement is observed between the coarse scale and the single (fine) time-scale results, except for the case with...
functions available to represent the displacement response accurately, regardless of the time step. However the accuracy increases rapidly, and the difference in response between reconstructions with 30 and 128 evolving coefficients is minimal. This justifies the development of the criterion in Section 5.1.1 that can yield an optimal number of evolving coefficients during the loading process while retaining accuracy. Table 5 shows the effects of the number of coefficients on the computational speed up and accuracy, compared with the single (fine) time-scale analysis. A computational speedup of approximately 80 times is obtained with comparable accuracy for this problem. Results in the table demonstrate that the number of coefficients used in the solution plays a crucial role in the accuracy of the solution. To ensure that all the required coefficients are included during the loading process, the criterion developed in Section 5.1 especially in Eqs. (54) and (55), is utilized for the problem. The starting list of coefficients are obtained using $c tol = 10^{-3}$. Note that while coefficients chosen based on $c tol$ alone can give large errors, substantial improvement in accuracy can be achieved through the implementation of the adding–removal algorithm in Section 5.1.1. The results of this adaptive procedure are illustrated in Fig. 11(a) and (b). Excellent agreement is observed with the fine scale results. The corresponding number of selected evolving coefficients is shown in Fig. 11(c).

6.2. 3D crystal plasticity FE simulation under cyclic loading

The WATMUS methodology is used in this example to simulate cyclic deformation of the Ti-6Al alloy using the 3D crystal plasticity finite element (CPFE) model discussed in Section 2. A model problem of a polycrystalline microstructure is developed, consisting of 27 cubic grains with different crystallographic orientations. Each grain is subdivided into 27 brick elements resulting in a total of 729 elements for the CPFE model. Euler angles, corresponding to the crystallographic orientation distribution for the model are depicted in Fig. 12. Material parameters for the crystal plasticity model are provided in Section 2. The model is subjected to cyclic loading with a mean stress of 500 MPa, together with a superposed oscillatory portion with a peak of 350 MPa and time period of $T = 1$ s. To start the problem with appropriate values of cycle-derivatives, a fine-scale simulation of the CPFE model is carried out for the first 6 cycles. Thereafter, the coarse-scale WATMUS method is commenced. The starting value of cycle jump is taken as $\Delta N_{\text{jump}} = 2$, while the subsequent cycle steps with loading is obtained from the criterion in Eq. (65) with $\eta = 10^{-2}$. The Daubechies-4 wavelet basis is used to decompose the nodal displacement components in each cycle according to Eq. (47). The value of $\eta_1$ in Eq. (50) is set to $10^{-3}$ in the present simulations. This criterion selects coefficients from regions having rapid fluctuations in values of the response functions and those that are most likely to change as the problem progresses leading to a total of 116,521

![Fig. 10. Reconstructed profile of the fine-scale plastic strain response at the 2000-th cycle for different values of $\Delta N_{\text{max}}$ constructed with: (a) 128 wavelet coefficients, (b) 30 wavelet coefficients, and (c) 10 wavelet coefficients. $\Delta N_{\text{jump}}$ obtained from Eq. (65).](image-url)
coefﬁcient inclusion: (a) coarse scale plastic strain
as a function of cycle number N, (b) reconstructed plastic strain response with
\( \Delta N = \min(100, \Delta N_{\text{jump}}) \) at the 2000-th cycle, and (c) number of evolving coefﬁcients
with increasing cycles N.

coefficients with an average of 39 coefﬁcients per degree of freedom
for the present problem. Due to the computational cost, the Jacobian
matrix is factored at the start of the simulation and is used as the
initial Jacobian estimate for every iteration cycle of the quasi-Newton
method solution of the equilibrium equations. This is observed to be a
good estimate due to the monotonic response of the evolving
displacement coefﬁcients.

The simulation is run for only 1000 cycles, so that results can be
compared with results from computationally exhaustive single (ﬁne
scale) simulations. Fig. 13 shows a comparison of the cycle-scale
plastic deformation gradient \( \mathbf{F}^{\text{po}} \) by coarse and ﬁne time-scale
simulations at a typical material point in a grain as a function of the
number of cycles. The results of the two methods are indistinguishable
for the range considered. The state of stress \( \sigma_{zz} \) in the
microstructure along the loading direction at the 1000th cycle is
shown in Figs. 14 and 15 for both coarse and ﬁne time-scale
simulations. As is observed, the coarse time scale and ﬁne time-scale
results are in excellent agreement with each other.

Once the coarse scale variables for a given cycle are known, the ﬁne
time response over that cycle can be reconstructed as shown in
Fig. 16. A computational time advantage of approximately 7 times is
observed for the current problem. The predicted cycle jump \( \Delta N_{\text{jump}} \)
from Eq. (65) is expected to increase as the problem progresses due to
stabilization of the response, resulting in even higher computational
saving.

7. Conclusions

This paper develops a novel wavelet transformation based multi-
time scaling (WATMUS) method for crystal plasticity ﬁnite element
simulations of cyclic deformation in polycrystalline materials leading
to fatigue failure. The need for the multi-time scaling is motivated by
the large number of cycles that may be required to initiate a fatigue
crack in a polycrystalline sample. Simulating such large number of
cycles remains intractable to conventional single time scale ﬁnite

Fig. 12. Euler angle distribution for the 729 element crystal plasticity FE model.

Fig. 13. Coarse scale evolution of plastic deformation gradient \( \mathbf{F}^{\text{po}} \) as a function of cycle
number N.
element analysis. The unique aspect of the proposed method is that
the algorithm does not require inherent scale separation as with other
conventional methods that assume averaging, periodicity or near
periodicity. These methods are particularly severely limited in the
fully reversed or nearly full reversible range of loading conditions.

The WATMUS methodology introduces wavelet decomposition of
nodal displacements and all associated variables in the finite element
formulation to decouple the response into a monotonic coarse cycle-
scale behavior and a oscillatory fine time scale behavior within each
cycle. Multi-resolution wavelet bases functions are effectively able to
capture the rapidly varying fine scale response, which necessitates
very small time steps in conventional single time scale FEM
simulations. An effective criterion is developed for selecting an
optimal number of wavelet coefficients in the representation of all
response functions in the crystal plasticity simulations. The wavelet
transformation is utilized to obtain the coarse scale evolution
equations for the microstructural state variables. A novel finite
element framework required to incorporate these coarse scale
equations is also developed. The coarse scale variables exhibit
monotonic behavior, that especially stabilizes with saturating hard-
ness at higher levels of deformation. Relatively large increments,
traversing several cycles at a time, can therefore be utilized in the
numerical integration scheme with significantly enhanced efficiency.

The present numerical simulations exhibit approximately 80–100

![Fig. 14. Stress (σ_{33}) contour for 729 element crystal plasticity by: (a) multi time-scale simulations and (b) fine time-scale simulations.](image)

![Fig. 15. Variation of stress along the diagonal of the model cube (729 element case).](image)

![Fig. 16. Reconstructed value of the initial plastic deformation gradient (F^p_{33}) at the (a) 20th cycle and (b) 1000th cycle.](image)
times speed-up, even with relatively low number of cycles. Subsequently, fine scale variations in temporal response at any point in a microstructural wavelet coefficient can be recovered from values of the nodal displacement wavelet coefficients and the coarse scale state variables at that point. Such fine scale information on microstructural state variables is often required in predicting crack nucleation in the microstructure [13,14,28]. The cyclic response of a 1-D viscoplastic model under fully reversible loading conditions and a representative 3-D crystal plasticity model with cyclic loading conditions are studied using the WATMUS method. The results are in excellent agreement with that of single time scale FEM simulations, while obtaining several fold improvement in the computational time. The overall WATMUS scheme is currently being implemented for predicting fatigue crack nucleation in real metallic materials under field loading conditions.
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