Grain Level Dwell Fatigue Crack Nucleation Model for Ti Alloys Using Crystal Plasticity Finite Element Analysis

A microstructure sensitive criterion for dwell fatigue crack initiation in polycrystalline alloy Ti-6242 is proposed in this paper. Local stress peaks due to load shedding from time dependent plastic deformation fields in neighboring grains are held responsible for crack initiation in dwell fatigue. An accurately calibrated and experimentally validated crystal plasticity finite element (FE) model is employed for predicting slip system level stresses and strains. Vital microstructural features related to the grain morphology and crystallographic orientations are accounted for in the FE model by construction of microstructures that are statistically equivalent to those observed in orientation imaging microscopy scans. The output of the finite element method model is used to evaluate the crack initiation condition in the postprocessing stage. The functional form of the criterion is motivated from the similarities in the stress fields and crack evolution criteria ahead of a crack tip and dislocation pileup. The criterion is calibrated and validated by using experimental data obtained from ultrasonic crack monitoring techniques. It is then used to predict the variation in dwell fatigue lifetime for critical microstructural conditions. The studies are extended to field experiments on β forged Ti-6242. Macroscopic aspects of loading are explored for their effect on dwell fatigue life of Ti-6242.
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Load shedding causes time dependent local stress concentration near grain boundaries due to dislocation pileup in neighboring grains [13]. The proposed crack nucleation model is motivated by the similarities in the functional forms of the stress fields and crack evolution criteria ahead of a crack tip and dislocation pileup, respectively [14]. The criterion incorporates an effective mixed mode stress acting on a slip plane, defined as a combination of normal and shear stresses to account for mode mixity. It is also necessary to account for the nonlocal effects of the dislocation pileup in the adjacent grain, which results in the incorporation of a nonlocal plastic strain and its gradient. Critical crack initiation parameters are calibrated by comparing results of finite element method (FEM) simulations with experimental observations using ultrasonic monitoring techniques, such as acoustic microscopy. The calibrated crack nucleation criterion is subsequently validated with experimental results on dwell fatigue of Ti-6242 alloy. Sensitivity studies are also conducted to examine the dependence of crack nucleation on critical microstructural parameters. Finally, studies are conducted with fully β-forged microstructure, for which nucleation parameters are calibrated from field experiment data provided by Hall [15]. To accommodate the large number of cycles to failure (~20,000) in these experiments, a multitime scaling technique that has been developed in Ref. [16] is employed. It is impossible to simulate this many cycles for the polycrystalline microstructure by using a single time scale analysis using conventional FEM. In Sec. 7, macroscopic aspects of loading are explored for their effect on dwell fatigue life of Ti-6242.

2 Load Shedding Phenomenon in Polycrystalline Ti-6242

2.1 Experimental Investigations on Crack Initiation

2.1.1 Fractography and Orientation Imaging Microscopy. Extensive experimental studies on the relation between crack evolution and crystallographic orientations in Ti-6242 have been conducted in Ref. [17] using quantitative tilt fractography and electron back scattered diffraction (EBSD) techniques in scanning electron microscopy (SEM). Figure 1 shows a fractograph of a crack initiation site for a Ti-6242 sample in dwell fatigue, which is found to consist of facets that form on the basal plane of the primary α grains (hcp) lying almost perpendicular to the principal tensile loading direction [4]. It has been observed in Ref. [18] that the angle between the loading axis and the c axis, i.e., the c axis orientation (θc) of the grains at the failure site is quite small (~0–30 deg). Furthermore, the failure site shows a low prism activity with a Schmid factor (SF) ~0–0.1 and a moderate basal activity with a SF ~0.3–0.45. However, the region surrounding the failure site has a high prismatic and basal activity with a SF ~ ~0.5. Thus, it may be inferred that while crack initiation occurs in a region that is unfavorably oriented for slip, it is surrounded by grains that are favorably oriented for slip. In other words, crack initiates in a hard oriented grain surrounded by soft oriented grains. The observations suggest time dependent accumulation of stress in hard oriented grains due to load shedding with increasing plastic deformation in the surrounding soft grains, which is responsible for crack initiation in alloys like Ti-6242 under dwell and dwell loading.

2.1.2 Crack Detection and Monitoring in Mechanical Tests on α/β Forged Ti-6242. Ultrasonic techniques, such as in situ surface acoustic wave techniques, have been developed for monitoring the subsurface phenomenon of crack initiation [3,4], which have been applied to high microtexture α/β forged Ti-6242 samples in Refs. [6,19] for dwell fatigue and creep experiments. Three tests from this set are considered as references here, the microstructures of which are labeled as MS1, MS2, and MS3. Each trapezoidal dwell cycle in these tests had a maximum applied load of 869 MPa (95% of yield stress), a hold time of 2 min, a loading/unloading time of 1 s, and a stress ratio (ratio of minimum to maximum load) equal to zero [6,19]. Crack growth in samples MS2 and MS3 is monitored through microradiographic images taken by interrupting the experiment every 15 cycles. The plot of the evolution of crack length with number of cycles is extrapolated backward to zero crack length to determine the exact number of cycles to crack initiation for all cracks in these samples. It is seen that the primary crack initiated at 83% life (550 cycles) for MS2 and at 85% life (380 cycles) for MS3. The results in Ref. [6] suggest that, generally, primary crack initiation in dwell fatigue occurs in the range 80–90% of total number of cycles to failure.

2.2 Finite Element Modeling of the Load Shedding Phenomenon. The performance of Ti alloys is often hindered by time dependent deformation characteristics at low temperatures, including room temperature [2,3,33-35]. This “cold” creep phenomenon occurs at temperatures lower than that at which diffusion-mediated deformation is expected (room temperature is about 15% of the homologous temperature for titanium). This creep process is of the transient kind or “exhaustion” type, i.e., the creep rate continually decreases with time. Consequently the creep process is not expected to be associated with diffusion-mediated mechanisms such as dislocation climb. Indeed, transmission electron microscopy (TEM) study has shown that deformation actually proceeds via dislocation glide, where the dislocations are inhomogeneously distributed into planar arrays. The planarity of slip has been attributed to the effect of short range order (SRO) of Ti and Al atoms on the hcp lattice [33]. Another common characteristic of cold creep in various Ti alloys with significant alpha phase content is that steady state is typically not achieved. This deformation mode is often referred to as “Andrade creep” due to the early documentation of such transients by Andrade for a number of metallic materials. In addition, significant creep strains can accumulate at applied stresses significantly smaller than the yield strength. Creep has been reported to occur at stresses as low as 60% of yield strength [35]. This characteristic has previously been attributed to rate sensitivity effects [2].

2.2.1 The Crystal Plasticity Based Constitutive Model. The α/β forged Ti-6242 is a biphasic polycrystalline alloy, which consists of colonies of transformed β phase in a matrix of the primary α phase. The primary α phase consists of equiaxed grains with a hcp structure, whereas the transformed β colonies have alternating α (hcp) and β (bcc) laths. The alloy considered in this study...
consists of 70% primary α and 30% transformed β grains. To incorporate the effect of various microstructural parameters, a size and time dependent large strain crystal plasticity based FE model has been developed in Refs. [3,7–9,20]. A homogenized model of the α+β phase colony regions in the Ti-6242 microstructure has been developed in Ref. [7]. The plastic part of the crystal plasticity equations involves a combined effect of slip on multiple slip systems. The plastic slip rate \( \dot{\gamma}^p \) on the \( \alpha \)th slip system has a power law dependence on the resolved shear stress \( \tau^p \) and the slip system deformation resistance \( g^p \), which evolve as

\[
\dot{\gamma}^p = \tilde{\gamma}^p \frac{\tau^p - \chi^p}{g^p} \quad \text{sgn}(\tau^p - \chi^p)
\]

\[
g^p = \sum h^{\alpha\beta} \dot{\gamma}^\beta = \sum q^{\alpha\beta} h^{\alpha\beta} \dot{\gamma}^\beta
\]

Here \( m \) is the material rate sensitivity parameter, \( \chi^p \) is the back-stress that accounts for kinematic hardening in cyclic deformation, \( h^{\alpha\beta} \) is the strain hardening rate due to self and latent hardening, \( \dot{h}^{\alpha\beta} \) is self-harden rate, and \( q^{\alpha\beta} \) is a matrix describing the latent hardening. To account for size effects in polycrystalline materials, a Hall–Petch type relation for initial deformation resistance \( g_0^p \) with various characteristic length scales, depending on the slip direction, is incorporated into the model [9,20]. Material properties for each of the constituent phases and individual slip systems in the crystal plasticity model are calibrated in Ref. [7] with single colony and single crystal experiments. Calibrated values of important material constants are listed in Tables 1 and 2. Details of the microstructural morphology are accounted for in the model, through accurate phase volume fractions and orientation distributions that are statistically equivalent to those observed in orientation imaging microscopy (OIM) scans. The computational model is validated by comparing the results of simulations and constant strain rate and creep tests [7–9,20].

2.2.2 Image Based Statistical Representation of Actual Microstructures. The importance of representing critical morphological and crystallographic features of the microstructures in the accurate predictions of stress and strain localization and crack initiation has been emphasized in Refs. [10–12,20]. In the recent years, there have been significant advances in reconstruction and simulation of 3D polycrystalline microstructures based on information obtained from a dual beam focused ion beam-scanning electron microscope (FIB-SEM) system. This system is able to acquire 3D orientation or EBSD data from a series of material cross sections. This information has been successfully used in Ref. [10] for automatic segmentation of individual grains from the image and subsequently translated into a 3D mesh for finite element analysis (FEA). Through a multitude of data sets the intrinsic distributions of microstructural parameters can be captured and accurately represented through 3D microstructure reconstruction. Computational tools have been developed in Refs. [11,12] to create synthetic microstructures that are statistically equivalent to the measured structure with respect to certain microstructural features. These are used here for computationally efficient simulations to aid in the development of a microstructural crack initiation model. Microstructures are created from observations of two specific sites in the material samples, viz. (i) a critical region, in the vicinity of a dwell fatigue failure, and (ii) a noncritical region, away from it. The first sample considered is MS1. Two orientation imaging microscopy scans are performed on this sample; the first on a small critical region surrounding the primary crack tip, as

### Table 1 Material flow and hardness parameters for hcp Ti-6242 slip systems in tension

<table>
<thead>
<tr>
<th>( g_0^p ) (primary α)</th>
<th>( g_0^p ) (transformed β hcp)</th>
<th>m</th>
<th>( \dot{\gamma} ) (s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>357.6</td>
<td>349.9</td>
<td>0.02</td>
<td>0.0023</td>
</tr>
<tr>
<td>357.6</td>
<td>382.0</td>
<td>0.02</td>
<td>0.0023</td>
</tr>
<tr>
<td>357.6</td>
<td>382.0</td>
<td>0.02</td>
<td>0.0023</td>
</tr>
<tr>
<td>357.6</td>
<td>305.9</td>
<td>0.02</td>
<td>0.0023</td>
</tr>
<tr>
<td>357.6</td>
<td>255.8</td>
<td>0.02</td>
<td>0.0023</td>
</tr>
<tr>
<td>357.6</td>
<td>287.4</td>
<td>0.02</td>
<td>0.0023</td>
</tr>
</tbody>
</table>

### Table 2 Hardness parameters for hcp Ti-6242 slip systems in compression (m and \( \dot{\gamma} \) are the same as those in tension)

<table>
<thead>
<tr>
<th>Primary α</th>
<th>( a_1 ) basal</th>
<th>( a_2 ) basal</th>
<th>( a_3 ) basal</th>
<th>( a_1 ) prism</th>
<th>( a_2 ) prism</th>
<th>( a_3 ) prism</th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_0^p ) (primary α)</td>
<td>395.6</td>
<td>395.6</td>
<td>395.6</td>
<td>393.6</td>
<td>393.6</td>
<td>393.6</td>
</tr>
<tr>
<td>( g_0^p ) (transformed β hcp)</td>
<td>450.9</td>
<td>574.7</td>
<td>590.6</td>
<td>448.5</td>
<td>571.1</td>
<td>586.9</td>
</tr>
</tbody>
</table>
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**Fig. 2** (a) OIM scan of the critical primary crack initiation site in the MS1 microstructure and (b) scale
shown in Fig. 2, while the second on a noncritical region away from the crack. Two FE models of statistically equivalent simulated microstructures at the critical and noncritical regions are developed for analysis. In the development of the crack initiation model, it is expected that the initiation criterion will be met at some location in the critical FE model, but will not be satisfied in the noncritical FE model.

The following steps are performed for the construction of 3D microstructures from 2D OIM scans at the critical and noncritical sites. As discussed in Refs. [11,12], statistical distribution functions of various microstructural parameters in the 2D OIM scan are generated and subsequently projected in the third dimension for creating the 3D statistics. The assumptions and process implemented to extract 3D statistics from the 2D distributions of morphological and crystallographic features are briefly outlined as follows.

(i) **Distribution functions of grain size and shape.** An assumption made here is that grain sections in the 2D OIM scans have a similar size and shape correlation to their parent 3D structures, as elliptical sections through ellipsoidal 3D grains have to each other. For determining the size and shape distributions of the 3D grains in the microstructure, a large number of ellipsoids of various sizes and shapes are randomly sectioned and the resulting ellipsoidal sections are recorded. Probabilistic weighting functions are created for the grain reconstruction process. The 3D ellipsoid that produces an elliptical section closest in shape and size to a 2D OIM grain scan is assumed to have a high probability in the representing corresponding 3D grain. An assumption is needed for the orientation distribution of the ellipsoids relative to the sectioning plane of the OIM scan. While in Ref. [12], three orthogonal sections have been taken, in the present work, only one section of the surface scan is available, and the orientation distribution is assumed to be random. A constrained Voronoi tessellation, with initial seed points at the centroid of the ellipsoid, is executed for generating the grain shapes.

(ii) **Distribution of number of neighbors.** The reconstructed 3D grains are placed in a representative cubic volume with a constraint that each grain has appropriate number of neighbors, as determined by 3D projection of the OIM scan. In the 2D OIM scan, each grain has approximately 3–12 neighbors, while grains in the 3D representation have 8–25 neighbors. The representative cube of dimensions $65 \times 65 \times 65$ $\mu$m$^3$ for the MS1 microstructure consists of 949 grains.

(iii) **Distribution of crystallographic orientations.** The crystallographic orientation assignment to the grains in the cubic volume is executed by the three major steps described in Refs. [7,11]. These are delineated as (a) orientation probability assignment method (OPAM), (b) misorientation probability assignment method (MPAM), and (c) microtexture probability assignment method (MTPAM). Figure 3 shows the microtexture distribution in the 2D scan and in the 3D model, with satisfactory agreement.

The reconstructed 3D model has distributions of orientation, misorientation, microtexture, grain size, and number of neighbors that are statistically equivalent to those observed experimentally from the OIM scan. The model is subsequently discretized into a finite element mesh of 78,540 tetrahedron elements, as shown in Fig. 4.

2.2.3 **Mesh Convergence Study.** Since local variables in the finite element simulations are pivotal to the development of the nucleation criterion, a sensitivity study of the local variables with respect to mesh density is done prior to the dwell fatigue analysis. The MS1 microstructure is used for this study with two different mesh densities. Both FE models have the same number of grains, i.e., 949 and the same orientation, misorientation, microtexture, and grain size distributions. The first model consists of 78,540 elements, while the second has 116,040 elements, which is approximately 150% higher in mesh density. A creep simulation is performed for both these models for 1000 s at an applied load of 65 $\mu$m.
869 MPa in the Y-direction. The local stress component in the loading direction and the local plastic strain at the end of 1000 s are compared for various sections in the FE models. The stresses are found to be in good agreement for the two models. Plots comparing the distribution of these variables along a section parallel to the X-axis in Figs. 5(a) and 5(b), show excellent agreement between the two models. These results indicate that the 78,540 element mesh is a converged mesh for the loading considered, and is henceforth used in this study for the development of the crack initiation criterion.

2.2.4 Load Shedding Simulation in Polycrystalline Ti-6242. A dwell fatigue simulation is performed for the microstructure MS1 to understand the effect of microstructure on the load shedding behavior. The simulation is run for 352 cycles, i.e., the life of the sample [6] with loading conditions mentioned in Sec. 2.1.2. The time dependent tensile dwell loading is applied on the Y =65 μm face in the Y-direction. Figure 6(a) plots the local stress σ_{22} after 1 cycle and 300 cycles, respectively, along a section A-A shown in Fig. 4. Section AA passes through a hard-soft grain combination, from the prominent Schmid factor plot in Fig. 6(b) that corresponds to the prismatic slip system. Figure 6(a) shows a stress peak at point X, while a valley at point Y. The stress peak at X at 300 cycles is considerably higher than that at 1 cycle, and much higher than the applied stress. The peak stress increases with time, while the valley drops with time due to load shedding caused by plastic strain at point Y. From Fig. 6(b) it is seen that the point X has a low SF (~0.11), while Y has a high SF (~0.49). This high mismatch in SF causes load shedding from grain at point Y onto the grain at point X. These observations are consistent with the results of simulations in Refs. [7–9,21]. This analysis demonstrates the importance of load shedding induced stress concentrations in a hard grain on the development of a microstructure level criterion for crack initiation.

3 Crack Nucleation Criterion Accounting for Dislocation Pileup

Crack nucleation phenomena have been considered at different length scales in literature [21]. In this section, a crack nucleation criterion is proposed at the length scale of individual grains in terms of slip system variables obtained from crystal plasticity FE solution. High stresses at the tip of dislocation piles, which build at grain boundary barriers, are often responsible for micro-crack nucleation. Stress concentration induced crack nucleation at the grain boundary of a crystalline solid has been explained in Ref. [13] using a dislocation pileup model. Considering only Mode I crack, the model proposes that a crack is initiated if

\[ n \sigma_n \geq 12 \alpha G, \]

where \( n \) is the number of dislocations in the pileup, \( \sigma_n \) is the critical shear stress, \( \alpha \) is a geometric factor, and \( G \) is the shear modulus. This criterion considers the effects of dislocation pileups on crack nucleation at the microstructure level.
the stress normal to the slip plane, $G$ is the shear modulus, and $\alpha_2 = \sqrt{\beta^2 + \beta^2 \gamma} \approx \frac{G_2}{a_0}$ is a material constant, in which $\gamma$ is the surface energy and $b$ is the Burgers vector. However, Bache [4] argued about a combined effect of normal and shear stresses, responsible for dwell fatigue of Ti alloys. Various dislocation level fatigue failure models [13,14,22–24] have discussed equivalence in the dependecies of crack evolution ahead of dislocation pileups and at crack tips, and have demonstrated the equivalence between continuous dislocation pileups and cracks. This equivalence in the functional forms is exploited in this work to develop a grain-level crack nucleation criterion.

The proposed framework for microcrack nucleation builds on the fracture criterion proposed in Ref. [25], where catastrophic fracture occurs when strain energy release rate is sufficient to overcome the rate of surface energy needed for breaking of bonds, as well as energy dissipation due to plastic flow, stated as

\[
\sqrt{\sigma^2 + \beta^2} \approx \alpha_1 \sqrt{\frac{G_2}{a_0}}
\]

(2)

Here $\sigma$ is the normal stress, $\tau$ is the shear stress acting on the plane of the crack, and $\beta$ is a shear stress factor, which is used to assign different weights to the normal and shear traction components for mixed mode, defined as the ratio of the shear to normal fracture toughness of the material, i.e., $\beta = K_{II}/K_{Ic}$ in Ref. [26]. $a_0$ is the pre-existing crack length, $G_2$ is the critical strain energy release rate, and $\alpha_1$ is a material dependent parameter. A similar criterion is also derived from a stress intensity approach [27], where the material is assumed to withstand crack tip stresses up to a critical value of the stress intensity factor $K_{lc}$, stated as

\[
\sqrt{\sigma^2 + \beta^2} \approx \alpha_2 \sqrt{\frac{K_{lc}}{a_0}}
\]

(3)

Here, $\alpha_2$ is a geometry dependent parameter. In a similar vein, a brittle crack initiation criterion is postulated in this work due to stress concentration in the hard grain caused by dislocation pileup in the neighboring soft grains. Microcracking is triggered when the effective stress in a slip system, represented in terms of slip system normal and tangential stress components, reaches a critical value. The stress component normal to a given slip plane is expressed as $T_{n} = \sigma_{ij} n_{j}$, where $\sigma_{ij}$ is the Cauchy stress tensor and $n_{j}$ corresponds to components of the unit outward normal to the slip plane. Only the tensile normal stress ($T_{n}$), represented by the McCauley bracket $\langle \rangle$, is considered since compressive stresses will not contribute to opening a crack. The shear stress component $T_{s}$ is obtained by the vector subtraction of $T_{n}$ from the shear vector on the plane, i.e., $T_{s} = T_{n} - T_{n} n_{k}$, where $n_{k}$ is the unit vector tangent to the plane. The effective resultant traction $T_{\text{eff}}$ is defined as $T_{\text{eff}} = \sqrt{T_n^2 + \beta T_s^2}$. Continuous dislocation pileups at a barrier, e.g., at the boundary of a soft grain adjacent to a hard grain, have been shown to be equivalent to cracks, e.g., in Ref. [14], in the way they cause stress concentration at their tip. The dislocation pileup acts in a similar way as a crack, whose length scales with the length of the pileup. Correspondingly, the right-hand side (RHS) of Eq. (2) may be amended with an inverse square root dependence on the pileup length $d$. The resulting microcrack nucleation criterion may be stated as

\[
T_{\text{eff}} = \sqrt{T_n^2 + \beta T_s^2} \geq \frac{R_s}{d}
\]

(4a)

or, equivalently,

\[
R_s = T_{\text{eff}} \sqrt{\frac{d}{R_s}} \geq R_s(b)
\]

(4b)

where $R_s$ is a parameter that depends on the material elastic properties, as well as on the critical strain energy release rate $G_2$. It has the units of stress intensity factor (MPa $\cdot$ $\mu$m). A value of $\beta$ = 0.7071 that has been suggested for Ti-64 alloys in Ref. [28] is used in this study. Sensitivity analysis with different values of $\beta$ indicate that $T_{\text{eff}}$ is not very sensitive to $\beta$ for $(c+a)$ oriented hard grains, since $T_s \ll T_n$. As more dislocations are added to the pileup with time, the pileup length $d$ in the soft grain increases. This implies a smaller $T_{\text{eff}}$ to initiate a crack with increasing plastic deformation and pileup.

3.1 Estimating the Dislocation Pileup Length $d$. The crystal plasticity FE model developed in Refs. [7–9] does not explicitly have dislocations densities as a state variable. Hence an inverse relation is used to estimate the dislocation pileup length $d$ from the plastic strains and its gradients that are available from the results of the crystal plasticity FE simulations. This provides the nonlocality aspect of the crack nucleation criterion. To begin with, a continuous dislocation density distribution function per unit length $\rho(x)$ has been derived in Ref. [29] as a function of the distance $x$ from the dislocation barrier and pileup length $d$ as

\[
\rho(x) = \frac{2\sigma}{Gb} \sqrt{\frac{d-x}{x}}, \quad \Rightarrow \quad d = \left[ \frac{[\rho(x)]^2 G^2 b^2}{4} + 1 \right] x
\]

(5)

where $G$ is the shear modulus, $\sigma$ is the shear stress, and $b$ is the magnitude of the Burgers vector. The dislocation density per unit length $\rho(x)$ may be obtained by multiplying the dislocation density per unit area $\rho(x)$ with the dislocation line length. The total dislocation density $\rho(x)$ is assumed to be the sum of the density of statistically stored dislocations (SSDs) corresponding to homogeneous plastic deformation and the density of geometrically necessary dislocations (GNDs) that accommodate plastic strain gradients, which may be expressed as (see Ref. [30])

\[
\rho^{\text{SSD}} = \frac{\sqrt{2} G b}{b^2} \quad \text{and} \quad \rho^{\text{GND}} = \frac{\gamma b}{b^2}
\]

(6)

where $l^\prime$ denotes the material length scale, which is of the order of $(G/\sigma_{\text{yield}}) b$, as discussed in [31]. In Ref. [32], its value is given as $l^\prime = 3\sigma b (G/\sigma_{\text{yield}}) b$, where $\sigma$ is an empirical constant. In the present work, $l^\prime$ is taken to be the average grain size, which is $\sim 5 \mu$m from Ref. [32]. The equivalent plastic strain and a measure of the effective plastic strain gradient are defined in terms of the plastic part of the deformation gradient tensor $F^p$, which is available from the FEM output data, as

\[
\bar{\varepsilon}^p = \text{det} \left[ \frac{2}{3} \left( \frac{1}{2} (F^p F^p - I) - \frac{1}{2} (F^p F^p - I)^T \right) \right]^{1/2}
\]

\[
\sigma^p = \frac{1}{\text{det} F^p F^p} (\nabla \times F^p) \cdot (\nabla \times F^p)^T = \frac{1}{\text{det} F^p F^p} (\nabla \times F^p)^{1/2}
\]

(7)

The curl of the plastic deformation gradient, expressed as $\nabla \times F^p = e_{ij} (\partial F^p_{ij}/\partial x_k)$ with $e_{ij}$ being the permutation symbol, is a third order tensor with 27 components. Numerically, each component of $\partial F^p_{ij}/\partial x_k$ may be calculated using a weighted difference formula involving surrounding points as

\[
\frac{\partial F^p_{ij}}{\partial x_k} = \sum_{m=1}^{n} \frac{1}{r_m} \left( \frac{(F^p)_{ijm} - (F^p)_{ijm}}{(x_k)_m} \right)
\]

(8)

where $n$ is the number of points that lie within a sphere of assumed radius ($\sim 5 \mu$m) from the kth point at which $\partial F^p_{ij}/\partial x_k$ is being evaluated within the grain. The weighting function is taken as the inverse of $r_m$, which is the distance between the kth point and the surrounding mth point. Since $F^p$ is a state variable in the crystal plasticity FE simulations, $\bar{\varepsilon}^p$ and $\sigma^p$ in Eq. (6) can be determined at integration points using the expressions given.
above. Once, the two components are evaluated from Eq. (6), the total dislocation density per unit area \( \rho^s(x) \) can be determined using

\[
\rho^s(x) = \rho^s_{\text{SSD}}(x) + \rho^s_{\text{GND}}(x)
\]

(9)

The dislocation density \( \rho^s(x) \) in Eq. (5) is subsequently obtained from \( \rho^s(x) \). For (a) type slip in Ti-6242, the dislocation line length has been determined to be \( \approx 250 \text{ nm} \) in Ref. [33]. Since the dislocation density may be the result of slip on multiple planes, no one plane is chosen for calculating \( x \) toward evaluating the pileup length \( d \) in Eq. (8). In consistency with the effective dislocation density measure, \( x \) is taken as the distance of the integration point to the nearest grain boundary. The pileup length \( d \) in Eq. (5) is restated as

\[
d = [(A_1n^p + A_2n^f)^2 + 1]x \quad \text{where} \quad A_1 = \frac{\sqrt{3}G}{2\pi}, \quad A_2 = \frac{G}{2\tau}
\]

(10)

It may be emphasized that the parameters in the above equations are calibrated from experiments and crystal plasticity simulations and hence the explicit forms of the parameters are not required for calculations.

In the FE model, each grain is meshed with several elements and hence each grain boundary is shared by a number of elements. Thus, an effective dislocation pileup length \( d \) for a given grain boundary is computed as the weighted average of pileup lengths \( d_i \) corresponding to multiple integration points in the soft grain adjacent to a hard grain, i.e.,

\[
d = \frac{\sum_{i=1}^{p} W(r_i)d_i}{\sum_{i=1}^{p} W(r_i)}
\]

(11)

where \( p \) is the number of integration points in consideration, \( r_i \) is the distance between the point at which the criterion is being evaluated and the element integration point \( i \) in the soft grain and the weighting function is given in Ref. [34] as \( W(r) = 1/(2\pi)^{1/2}\exp(-r^2/2l^2) \). This weighting function tends to zero beyond a certain distance. The parameter \( l \) determines the size of the region that contributes to \( d \). Numerical sensitivity analysis on the effect of \( l \) on the value of \( R \) at different locations infers that \( R \) does not vary much for \( l \geq 5 \text{ \mu m} \). Finally, substituting Eqs. (10) and (11) into Eq. (4) yields the grain-level crack nucleation criterion as

\[
T_{\text{eff}} = \sqrt{T_{\text{a}}^2 + \beta T_i^2} \geq \frac{R_c}{\sqrt{\sum_{i=1}^{p} W(r_i)[(A_1n_i^p + A_2n_i^f)^2 + 1]x_i}} \sum_{i=1}^{p} W(r_i)
\]

(12a)

or equivalently

\[
R = T_{\text{eff}} \cdot \sqrt{\sum_{i=1}^{p} W(r_i)[(A_1n_i^p + A_2n_i^f)^2 + 1]x_i} \geq R_c
\]

(12b)

The left-hand side of Eq. (12a) evaluates \( T_{\text{eff}} \) at a point in a (hard) grain, while the right hand side incorporates the plastic strain \( \varepsilon^p \) and its gradient \( \varepsilon^f \) in an adjacent softer grain. The variable \( R \) is checked for every element integration point near the grain boundary in the crystal plasticity FE model in the postprocessing stage. Various parameters used in Eq. (12) are listed in Table 3. The condition posed in Eq. (12) is nonlocal in that the stress required to initiate a crack at a point in the hard grain depends on the plastic strain and gradient of plastic strain in the neighboring soft grain.

There is some nonuniqueness in the estimation of the length of dislocation pileup at the grain boundary. One can get an estimate of the dislocation pileup length in this context by other methods. In the present formulation, Eq. (5) is a direct analytical expression for the dislocation pileup length in terms of the density function per unit length based on a single slip system activity. Since this formulation does not directly yield \( \rho^s(x) \), this formulation tries to connect this to the total dislocation density per unit area \( \rho^s(x) \) based on a multislip system. To establish this connection, the dislocation pileup for \( \rho^s(x) \) is assumed to follow the same distribution function as that for single slip \( \rho^s(x) \) in Eq. (5). The dislocation density per unit length is obtained by multiplying the dislocation density per unit area by a dislocation line width, with the implicit assumption that the variation in \( \rho^s(x) \) in the direction perpendicular to the distance from the grain boundary is negligible.

4 Calibration and Validations of the Nucleation Criterion

4.1 Calibration of \( R_c \) for \( \alpha/\beta \) Forged Ti-6242. The material parameter \( R_c \) in the RHS of Eq. (12a) is calibrated from the results of the 2 min dwell fatigue FE simulations of the microstructure MS1 for 352 cycles. Based on the observations made for the samples MS2 and MS3 in Sec. 2.1.2, initiation is assumed at two alternate percentages of the total life, viz. 80% and 85% (i.e., 282 cycles and 300 cycles). To calibrate \( R_c \), corresponding to the two variables, the dislocation density per unit length is obtained by multiplying the dislocation density per unit area by a dislocation line width, with the implicit assumption that the variation in \( \rho^s(x) \) in the direction perpendicular to the distance from the grain boundary is negligible.

<p>| Table 3 Parameters used in the crack nucleation criterion of Eq. (12) |
|---------------------------------|-----------------|</p>
<table>
<thead>
<tr>
<th>Material parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shear modulus, ( G )</td>
<td>48 GPa</td>
</tr>
<tr>
<td>Magnitude of Burgers vector, ( b )</td>
<td>0.30 nm</td>
</tr>
<tr>
<td>Material length scale, ( l^* )</td>
<td>5 \text{ \mu m}</td>
</tr>
<tr>
<td>Nonlocal length parameter, ( l )</td>
<td>5 \text{ \mu m}</td>
</tr>
</tbody>
</table>

(12b)
The difference in the experimentally determined value of 530 cycles is 5.28% for 80% of life and only 1.32% for 85% of life. This agreement is considered to be excellent.

Likewise, for the MS3 microstructure, the FE model is generated using statistics of corresponding critical regions at the failure site, and the 2 min dwell fatigue simulation is performed for 447 cycles. The evolution of the maximum $R$ is plotted in Fig. 7. The cycles to initiation for MS3 are predicted to be $N_{c(80\%)}=347$ and $N_{c(85\%)}=352$. The differences with the experimentally determined values are 8.68% for 80% of life and 7.37% for 85% of life. The results are summarized in the Table 4. In general, the calibrated value of $R_c$ at 85% life is seen to work better than at 80% life. As an additional validation study, the predicted locations of crack initiation in these microstructures are examined and summarized in Table 5. It can be seen that in each case, crack initiation is predicted for a grain with low c axis orientation ($\sim 0–30$ deg), low prism SF ($\sim 0–0.1$), and low to moderate basal SF ($\sim 0.3–0.45$), which is consistent with the observations in Ref. [18]. These results prove convincingly the predictive capability of the proposed criterion. The model is expected to be extrapolated to other materials, as long as the same mechanisms for dwell fatigue hold. Currently, a more diverse set of loading conditions are being tested for the versatility of this model.

5 Sensitivity Studies of Nucleation Criterion to Critical Microstructural Parameters

In this section, the sensitivity of the crack nucleation criterion is examined for a few critical microstructural conditions that have been observed to significantly affect load shedding behavior and the dwell fatigue life of Ti-6242 in Refs. [5,20].

<table>
<thead>
<tr>
<th>Microstructure label</th>
<th>Time to crack initiation (experiment) (cycles)</th>
<th>Time to crack initiation (predicted)</th>
<th>% relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Calibrated at 80% life (cycles)</td>
<td>Calibrated at 85% life (cycles)</td>
<td></td>
</tr>
<tr>
<td>MS2</td>
<td>530</td>
<td>502</td>
<td>5.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>352</td>
<td>1.32</td>
</tr>
<tr>
<td>MS3</td>
<td>380</td>
<td>347</td>
<td>8.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td>352</td>
<td>7.37</td>
</tr>
</tbody>
</table>
5.1 Schmid Factor Mismatch Between Grains. Sensitivity of the crack nucleation criterion to the Schmid factor mismatch between hard and soft grains is studied through dwell fatigue simulations on a FE model of a two-grain system. The system consists of an inner hard grain contained in an outer soft grain. The mesh is highly refined at the grain boundary to enable capture of the high stress and strain gradients. The hard grain has all the basal and prismatic SFs nearly equal to zero, while the orientation of the soft grain is chosen so that a desired SF on the $a_1$ basal slip system is achieved. Four cases, with different $a_1$ basal SF of the soft grain, viz. 0.425, 0.45, 0.475, and 0.5, are considered. In each case, the sizes of the hard and soft grains are fixed at 5 μm and 50 μm, respectively. A 2 min dwell fatigue simulation is carried out for each case with a maximum load of 535 MPa, which corresponds to 95% of the lowest yield stress of the four cases. The dwell cycle, in which the condition $R = R_{c(85\%)}$ is satisfied, is taken as the number of cycles to crack initiation for that case. The calibrated value of $R_{c(85\%)}$ for α/β Ti-6242 from Sec. 4.1 is used for this purpose. Figure 8(a) shows the predicted cycles to initiation as a function of the corresponding mismatch in $a_1$ basal SF of the grains. An increase in the mismatch by 0.025 affects the predictions by an order of magnitude. For example, when the mismatch is 0.5, the crack nucleation criterion predicts just ~100 cycles to initiation, while for a mismatch of 0.425, it predicts ~1.81 × 10^5 cycles. It is evident from these results that the predictions of the criterion are highly sensitive to the SF mismatch between grains.

5.2 Size of Soft Grain. Sensitivity of the predictions of the crack initiation criterion to the size of the soft grain is studied for the two-grain model. Four cases are considered with different soft grain sizes, viz. 5 μm, 25 μm, 50 μm, and 75 μm. In each case, the size of the hard grain is fixed at 5 μm and the $a_1$ basal SF of the soft grain at 0.5. The number of cycles to crack initiation in a 2 min dwell fatigue simulation for each case is predicted and plotted as a function of the size of the soft grain in Fig. 8(b). The criterion is sensitive to the size of the soft grain as well. For example, when the soft grain size is 50 μm, crack initiation is predicted at ~105 cycles, and when the soft grain size is 5 μm, crack initiation is predicted at ~2 × 10^5 cycles. It is interesting to note that in contrast to the trend of predictions for SF mismatch,
the decrease in the predicted number of cycles with increasing grain size decays in nature. The difference between the predictions for the sizes of 5 μm and 25 μm is much higher than the difference between the predictions for the sizes of 50 μm and 75 μm. This trend indicates that the criterion also senses the inverse square root relation between the initial slip system deformation resistance $g_i$ and the grain size [9,20] and is able to predict the decaying influence of increasing grain size on load shedding.

5.3 Microtexture. Sensitivity of the criterion is now tested with respect to local texture in a polycrystalline microstructure. The study involves predictions in the crack nucleation criterion for different levels of microtexture. The FE model consists of a unit cubic domain discretized into 8000 trilinear brick elements. Each element in the FE representation of polycrystalline Ti-6242 aggregate shown in Fig. 9 represents a single grain. Three sets, each with 8000 grain orientations, but with different levels of microtexture, are generated and assigned to the polycrystalline model. The metric used for the level of microtexture is the percentage of grains that have a low misorientation (<15 deg) with a large fraction of their neighbors (>66.66%). These percentages for the three cases are 0.1125% for low microtexture, 2.075% for intermediate microtexture, and 8.75% for high microtexture. For each case, a 2 min dwell fatigue simulation is run at an applied load of 800 MPa, which corresponds to 95% of the lowest yield point of the three models. The number of cycles to crack initiation is predicted when the condition $R=R_e$ is satisfied at any location. These predictions are plotted in Fig. 8(c). It is seen that for a high microtexture, the crack nucleation criterion predicts 761 cycles to crack initiation, while for the low microtexture or a random texture, the crack nucleation criterion predicts 761 cycles to nucleation. This analysis demonstrates the microstructure sensitivity of the crack nucleation criterion.

6 Simulations of Dwell Fatigue Field Tests on β Forged Ti-6242

6.1 Mechanical Tests on β Forged Ti-6242. As a part of the dwell fatigue investigation of Ti-6242, a set of cyclic loading experiments has been performed at Honeywell [15] on β forged Ti-6242, which consists of only the transformed β phase. Two experiments from this set, viz. (i) normal fatigue test and (ii) 2 min dwell fatigue test, are considered in this work. Both experiments have been performed at a maximum load of 897 MPa and stress ratio of 0.1. The life of the normal fatigue sample has been recorded as 24,241 cycles, while that of the dwell fatigue sample as 20,141 cycles. The small difference in these two lifetimes shows that the alloy exhibits negligible dwell sensitivity.

6.2 Dual Time Scale Simulation Technique for Cyclic Deformation. It is computationally prohibitive to simulate large number of cycles, ~20,000 cycles in this case, using the FE model of the polycrystalline microstructure with a single time scale simulation. An enormous number of time increments for the problem with a large number of degrees of freedom paralyze the simulation. Extrapolation techniques have been employed in literature with results from a limited number of cycles to predict variables at a large number of cycles. This however results in loss of accuracy, especially in the microstructural variables, due to the process of history dependent localization.

To enable accurate analysis for a large number of cycles, even at the microstructural scale, a multitime scaling method has been developed in Ref. [16]. This methodology involves decoupling of the governing equations into two sets of problems corresponding to two different time scales. When subjected to an oscillating load, the deformation behavior exhibits an oscillatory behavior about an averaged or “macroscopic” evolution of state variables. The frequency or rate of change of averaged variables is generally quite low in comparison with the frequency of the applied cyclic loads. Consequently, it is conceivable to introduce two different time scales in the solution, viz. (i) a coarse time scale $t$ for the average variables, which can be solved by time increments that are significantly longer than the period of a single cycle, and (ii) a fine time scale $\tilde{t}$ that is necessary for providing adequate resolution to the rapidly varying behavior due to the oscillating load.

The relation between the two time scales $t$ and $\tilde{t}$ is defined as $t=\varepsilon \tilde{t}$, where $\varepsilon < 1$ is a small positive scaling parameter. A superscript $e$ associated with a variable denotes its association with both the time scales. Consequently, all the response fields in the body at a given spatial location $x$ are assumed to exhibit dependence on the coarse time scale $t$ and the fine time scale $\tau$ and is expressed as $\phi^{(e)}(x,t) = \phi(x,t,\tau)$. Using the chain rule, and the relation between time scales, the time derivative in the two time scales is given as

$$\dot{\phi}^{(e)} = \frac{\partial \phi^{(e)}}{\partial t} = \frac{\partial \phi}{\partial t} + \frac{1}{\varepsilon} \frac{\partial \phi}{\partial \tau}$$

(13)

The cycle averaged field variable over a period $T$ in the fine time scale $\tilde{t}=t/e$, at time $t$ is defined as,

$$\bar{\phi}(t) = \langle \phi(t,\tau) \rangle = 1/T \int_{1/e}^{(1/e)+T} \phi(t,\tau) d\tau$$

(14)

The symbol $\langle \rangle$ corresponds to the averaging operator. A general decomposition of all variables in the constitutive equation is therefore proposed as

$$\phi(t,\tau) = \bar{\phi}(t) + \tilde{\phi}(t,\tau)$$

(15)

The bar corresponds to the solution of a set of averaged equations, while the tilde refers to the oscillatory part. Typically the amplitude of the oscillations is a monotonous function of time, and the oscillations vary in both time scales. Therefore it is assumed that the nonperiodic oscillatory part is obtained by the superposition of the monotonously varying amplitude on a periodic cyclic response. The oscillatory part is decomposed multiplicatively and additively as
The superscripts “nos” and “per” represent the monotonic and periodic parts of the multiplicative decomposition, respectively. A detailed description of the decomposition of crystal plasticity governing equations in this fashion and obtaining the dual time scale total solution from the superposition of solutions from both time scales is given in Ref. [16]. This technique is employed in the present work to simulate the experiments on β forged Ti-6242 using the microstructure model.

6.3 Calibration of $R_c$ for β Forged Ti-6242. The FE model for β forged Ti-6242 is constructed using the procedure in Sec. 2.2.2 from an OIM scan of a fully β forged Ti-6242 specimen. This specimen had an effective 85% volume fraction of the α phase, the remainder being the β phase [19]. While the field specimens may have been different, the model is for a laboratory specimen of a similar material. A 2 min dwell fatigue simulation is performed on this model for 20,141 cycles with the loading conditions described in Sec. 6.1. Figure 10(a) shows the evolution of the maximum $R$ with cycles for this simulation. Following the calibration process in Sec. 4.1, two scenarios of the number of cycles to crack initiation are considered corresponding to 80% and 85% of the total life, i.e., 16,113 cycles and 17,120 cycles. The threshold parameters are determined as $R_c(80%) = 499.92$ MPa(μm)$^{1/2}$ and $R_c(85%) = 502.07$ MPa(μm)$^{1/2}$ respectively. Comparing with the corresponding calibrated values for $α/β$ forged Ti-6242, it can be seen that the value of $R_c$ for β forged Ti-6242 is higher by ~10%. Therefore, this material has a higher resistance to crack initiation than $α/β$ forged Ti-6242, i.e., it is a tougher material. These calibrated values are used for predicting crack initiation in other experiments on β forged Ti-6242.

6.4 Simulation of the Normal Fatigue Experiment. To predict crack initiation in the normal fatigue experiment using the calibrated values of $R_c$, a multitime scaling simulation is performed with the FE model for 24,241 cycles (experimental observation). Figure 10(b) shows the evolution of the maximum $R$ with cycles for this simulation. It is seen that the maximum $R$ reached at the end of 24,241 cycles is 405.18 MPa(μm)$^{1/2}$, which is less than the calibrated values of $R_c$ for the material, i.e., the criterion did not predict crack initiation for this experiment. This inconsistency between the prediction and the experiment leads to the inference that mechanisms in addition to load shedding alone govern failure in the normal fatigue experiment. The crack nucleation criterion is effective only when the predominant mechanism of failure is time dependent load shedding, as evidenced in creep and dwell fatigue.

7 Effect of Macroscopic Loading Conditions on Creep and Dwell Fatigue

For an understanding of the effect of macroscopic loading conditions on creep and dwell fatigue life of Ti-6242, the plastic deformation response is investigated. For these studies the uniform brick mesh with 8000 elements shown in Fig. 9 is used. The model is assigned texture distributions statistically equivalent to the $α/β$ forged Ti-6242 sample [6]. The trend of variation in plastic strain evolution and the local maximum stress at a given time in each simulation are sufficient to provide the relevant information.

7.1 Effect of Loading Constraints on Creep Response of $α/β$ Forged Ti-6242. Three loading cases are considered, viz. equibiaxial tension, uniaxial tension, and tension compression. For the uniaxial case a stress of 800 MPa is applied in the y-direction, for equibiaxial tension a stress of 800 MPa is applied in y- and z-directions, while for the tension-compression case a stress of 800 MPa is applied in the y-direction and a stress of ~200 MPa in the z-direction. For each loading case a creep simulation is run for 10,000 s, and the macroscopic plastic strain accumulation over time is plotted in Fig. 11(a). The rate of plastic strain accumulation is seen to be lowest for biaxial tension and highest for tension compression. To explain this behavior, a stress triaxiality quotient $q = \sigma_3/(\sqrt{3} \sigma_m)$ is used, where $\sigma_m$ is the hydrostatic stress and $\sigma_3$ is the von Mises stress. From this definition, a low value of $q$ indicates a high degree of stress triaxiality.

For biaxial tension $q = \sqrt{3}/2$, for uniaxial tension $q = \sqrt{3}$, while for tension compression $q \sim 3\sqrt{3}/2$. Since the hydrostatic component of the applied stress does not contribute to plastic strains, it is obvious that a loading with a high level of stress triaxiality will result in a slower plastic strain accumulation. This explains the plots in Fig. 11(a). The implications of this behavior on the local stress levels are studied by plotting the local maximum equivalent stress at 10,000 s against the applied $q$ in Fig. 11(b). It is seen that the biaxial loading results in lowest local stress levels, while it is the highest for tension compression. Thus, it may be concluded that a higher triaxiality in applied loading curbs the local load shedding mechanism.
7.2 Effect of Hold Time and Stress Ratio on Dwell Fatigue Response. The dwell fatigue life of Ti-6242 is seen to depend on dwell loading parameters such as the hold time and stress ratio [6]. To study the effect of hold time, dwell fatigue simulations are run with the FE model for 100 cycles with different hold times, viz. 1 s, 2 min, and 5 min. For these simulations, the stress ratio is kept at +0.1, and the applied peak load is 869 MPa (95% of the macroscopic yield stress). Plastic strain accumulation per cycle is plotted for each case in Fig. 12(a). For a higher hold time, the macroscopic plastic strain accumulation is higher. Correspondingly, the local maximum $\sigma_{eq}$ at the end of 100 cycles also is higher for a high hold time, as seen in Fig. 12(b). These results are a consequence of the fact that longer hold times cause more local plastic deformation per cycle, causing more load shedding per cycle. To study the effect of stress ratio, dwell fatigue simulations are run for stress ratios $-0.3$, $0$, and $+0.3$. The hold time is fixed at 2 min and the peak load at 869 MPa. From Fig. 13(a) it can be seen that the plastic strain accumulation per cycle slightly decreases as the stress ratio is made negative. The maximum local $\sigma_{eq}$ at the end of 100 cycles also is lower for negative stress ratio, as shown in Fig. 13(b). Therefore a negative stress ratio tends to improve the dwell fatigue life. These studies emphasize that macroscopic loading variables can affect the dwell fatigue life of Ti-6242, desirable conditions being negative stress ratios, lower hold times, and high stress triaxiality in the applied loading.

8 Conclusions

This paper presents the development of a microstructure sensitive crack nucleation criterion in polycrystalline alloy Ti-6242 under dwell fatigue. An experimentally validated rate and size dependent crystal plasticity model is used for the computational modeling of the grain-level mechanical response. The 3D FE models employed consist of statistically equivalent representations of vital microstructural characteristics of a failure site of the Ti-6242 specimen. It is proposed that dwell fatigue crack initiates due to stress concentration caused by the load shedding phenomenon between adjacent hard and soft grains. To predict load shedding induced crack initiation, a criterion that depends on local effective stresses in the hard grain, as well as the nonlocal plastic strains and strain gradients in adjacent soft grains, is proposed. The functional form of the criterion is motivated from the similarities between crack evolution at the tip of a pre-existing crack and a dislocation pileup. It is observed that the local effective stress required to initiate a crack in a hard grain is inversely related to the nonlocal plastic strain and the gradient of plastic strain..
in the neighboring soft grain. This follows from its inverse square root relation with the dislocation pileup length. The critical material constants in the crack nucleation criterion are calibrated using the experimental results of ultrasonic monitoring of crack evolution in dwell fatigue experiments. The calibrated criterion is successfully validated through accurate predictions of the number of cycles to failure as well as the critical features of the failure site in dwell fatigue experiments. Furthermore, the predictions of the number of cycles to crack initiation for a few critical microstructural features are found to be consistent with previous observations, thus establishing the sensitivity of the criterion to microstructural conditions.

Dwell fatigue studies on β forged Ti-6242 show that this material is stronger than the α/β Ti-6242, with a higher resistance for crack initiation. However, the predicted results also emphasize the existence of failure mechanisms, other than the load shedding, in normal fatigue. The proposed criterion works only if the dominant failure mechanism is load shedding in the polycrystalline microstructure. In Sec. 7, the effect of macroscopic loading conditions on the dwell fatigue response of Ti-6242 is studied. Desirable loading conditions that emerge from these studies are shorter hold times, negative stress ratios, and high stress triaxiality in the applied loading.

The significance of the criterion proposed in this paper is its sensitivity to microstructure. It should be considered as an important first step in the direction of elimination of empiricism in fatigue life prediction. There is some nonuniqueness in the estimation of the length of dislocation pileup at the grain boundary. One can get an estimate of the dislocation pileup length in this manner of the length of dislocation pileup at the grain boundary.

There are other possibilities in terms of the evaluation of the pileup length that are currently being investigated. One method uses the slope in the GNDs that can be obtained from \( p(x) \). The authors are currently working on this method. Another alternative is to change the crystal plasticity formulation to one in which the dislocation densities are used directly as variables. This would increase the computations significantly, but the pileup would be a direct outcome of these FEM calculations.
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