
Department of Applied Mathematics and Statistics
The Johns Hopkins University

Introductory Examination–Winter Session
Morning Exam–Real Analysis

Tuesday, January 21, 2020

Instructions: Read carefully!

1. This closed-book examination consists of 5 problems, each worth 5 points. The
passing grade is 2/3 of the total points. Partial credit will be given as appropriate;
each part of a problem will be given the same weight. If you are unable to prove
a result asserted in one part of a problem, you may still use that result to help in
answering a later part.

2. You have been provided with a syllabus indicating the scope of the exam. Our purpose
is to test not only your knowledge, but also your ability to apply that knowledge, and
to provide mathematical arguments presented in clear, logically justified steps.
The grading will reflect that broader purpose.

3. The problems have not been arranged systematically by difficulty. If a problem
directs you to use a particular method of analysis, you must use it in order to receive
substantial credit.

4. Start your answer to each problem on a NEW sheet of paper. Write only on ONE SIDE
of each sheet, and please do not write very near the margins on any sheet. Arrange
the sheets in order, and write your NAME and the PROBLEM NUMBER on each
sheet.

5. This examination will begin at 8:30 AM and end at 11:30 AM. You may leave before
then, but in that case you may not return.

6. Paper will be provided, but you should bring and use writing instruments that yield
marks dark enough to be read easily.

7. No calculators of any sort are needed or permitted.



1. For a function f : X → Y and A ⊆ X we define the image of A under f to be the
set f [A] := {y ∈ Y : y = f(x) for some x ∈ A}. Prove the following statements are
equivalent:

(a) f is one to one.

(b) f [A ∩B] = f [A] ∩ f [B] holds for every two subsets A,B of X.

2. Determine whether the following integral is convergent or divergent. If it is conver-
gent, evaluate it: ∫ ∞

−∞

∫ ∞
−∞

dx dy

(1 + x2 + y2)
3
2

.

3. If (xn) is a real-valued sequence and x > 0, is it true that xn → x as n → ∞ if and
only if

lim
n→∞

xn − x

xn + x
= 0?

Prove your answer.

4. Let f, g be differentiable real-valued functions defined on a fixed open interval I of
the real line. Suppose c ∈ I is such that

(i) f(c) = g(c) = 0,

(ii) g(x) 6= 0 for all x ∈ I, with x 6= c, and

(iii) g′(c) 6= 0.

Prove this version of the L’Hôpital rule: lim
x→c

f(x)

g(x)
=

f ′(c)

g′(c)
.

5. For each positive integer n, define fn : (0,∞) → R by fn(x) := 1/(nx). Define
f : (0,∞)→ R by f(x) := 0. Prove that as n→∞ we have

(a) fn → f (pointwise) on (0,∞);

(b) fn does not converge uniformly to f on (0,∞); and

(c) for any c > 0, the sequence fn converges uniformly to f on [c,∞).
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Department of Applied Mathematics and Statistics
The Johns Hopkins University

Introductory Examination–Winter Session
Afternoon Exam–Probability

Tuesday, January 21, 2020

Instructions: Read carefully!

1. This closed-book examination consists of 5 problems, each worth 5 points. The
passing grade is 2/3 of the total points. Partial credit will be given as appropriate;
each part of a problem will be given the same weight. If you are unable to prove
a result asserted in one part of a problem, you may still use that result to help in
answering a later part.

2. You have been provided with a syllabus indicating the scope of the exam. Our purpose
is to test not only your knowledge, but also your ability to apply that knowledge, and
to provide mathematical arguments presented in clear, logically justified steps.
The grading will reflect that broader purpose.

3. The problems have not been arranged systematically by difficulty. If a problem
directs you to use a particular method of analysis, you must use it in order to receive
substantial credit.

4. Start your answer to each problem on a NEW sheet of paper. Write only on ONE SIDE
of each sheet, and please do not write very near the margins on any sheet. Arrange
the sheets in order, and write your NAME and the PROBLEM NUMBER on each
sheet.

5. This examination will begin at 1:30 PM and end at 4:30 PM. You may leave before
then, but in that case you may not return.

6. Paper will be provided, but you should bring and use writing instruments that yield
marks dark enough to be read easily.

7. No calculators of any sort are needed or permitted.



1. The amount of time that a certain type of component functions before failing is a
random variable with probability density function

f(x) = 2x, 0 < x < 1.

Once the component fails it is immediately replaced by another of the same type.
Let Xi denote the lifetime of the ith component to be put in use, and assume that
X1, X2, . . . are independent. The long-term rate at which failures occur, call it R, is
defined by

R := lim
n→∞

n

Sn

where Sn is the time at which the nth failure occurs. What is the distribution of the
random variable R?

2. Suppose that X1, X2, X3, . . . are i.i.d. random variables with mean 5 and standard
deviation 2. Let N be a positive integer-valued random variable with mean 10 and
standard deviation 3 which is independent of {Xi}∞i=1

(a) Calculate the variance of the random sum of random variables

SN = X1 + X2 + X3 + · · ·+ XN .

(b) For comparison, calculate the variance of the sum of the fixed number of random
variables

S10 = X1 + X2 + X3 + · · ·+ X10,

for which the number of summands is the mean of N .

3. Consider a random variable X having a probability density function of the form
f(x) = cx2 for −1 ≤ x ≤ 1, for some constant c. Find c and the probability density
function of Y = X2.

4. Let X and Y be independent random variables with the standard Normal(0, 1) dis-
tribution. Find the conditional distribution of X given X = Y .

5. In a book published by Yale University press, it was stated that more people know
who said “What’s up, Doc?” than who said “Give me liberty or give me death”. Let’s
say at Johns Hopkins it’s the other way around: say
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• 72% know who said both

• 18% know who said “Give me liberty or give me death” and do not know who said
“What’s up, Doc?”

• 8% know who said “What’s up, Doc?” and do not know who said “Give me liberty
or give me death”

• 2% know neither.

If you took a random sample of 100 Hopkins students, what is the approximate chance
that in the sample more students know who said “What’s Up, Doc?” than “Give me
liberty or give me death”?

You may leave your answer in terms of the standard normal cumulative distribution
function Φ.
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Department of Applied Mathematics and Statistics
The Johns Hopkins University

Introductory Examination–Winter Session
Morning Exam–Linear Algebra

Wednesday, January 22, 2020

Instructions: Read carefully!

1. This closed-book examination consists of 5 problems, each worth 5 points. The
passing grade is 2/3 of the total points. Partial credit will be given as appropriate;
each part of a problem will be given the same weight. If you are unable to prove
a result asserted in one part of a problem, you may still use that result to help in
answering a later part.

2. You have been provided with a syllabus indicating the scope of the exam. Our purpose
is to test not only your knowledge, but also your ability to apply that knowledge, and
to provide mathematical arguments presented in clear, logically justified steps.
The grading will reflect that broader purpose.

3. The problems have not been arranged systematically by difficulty. If a problem
directs you to use a particular method of analysis, you must use it in order to receive
substantial credit.

4. Start your answer to each problem on a NEW sheet of paper. Write only on ONE SIDE
of each sheet, and please do not write very near the margins on any sheet. Arrange
the sheets in order, and write your NAME and the PROBLEM NUMBER on each
sheet.

5. This examination will begin at 8:30 AM and end at 11:30 AM. You may leave before
then, but in that case you may not return.

6. Paper will be provided, but you should bring and use writing instruments that yield
marks dark enough to be read easily.

7. No calculators of any sort are needed or permitted.



1. Let u and v be distinct eigenvectors of a matrix A such that u+v is also an eigenvector
of A. Prove or disprove: u− v is necessarily an eigenvector of A.

2. Let V1 and V2 be two proper subspaces of a vector space V . Show that there exists
a vector v ∈ V such that v 6∈ V1 and v 6∈ V2.

3. Let A and B be any m× n matrices, show that

rank(A + B) ≤ rank(A) + rank(B).

4. Suppose A and B are n× n matrices. Show AB −BA cannot be a nonzero multiple
of the identity matrix.

Hint: Consider traces.

5. A matrix square matrix A is called idempotent if A2 = A. Suppose P and Q are n×n
idempotent matrices and that P + Q is also idempotent. Prove that PQ = 0.
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